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Abstract

This paper aims to bridge the areas of credit risk and regional economic disparities, and investigates 
the relationship between credit risk and economic indicators in the Czech Republic at the regional (NUTS 3) 
level. This relationship is consecutively examined using graphical and correlation analysis, regression techniques, 
and different types of clustering methods. Regions are then clustered into three groups according to their 
economic similarities and disparities. Subsequently, it is shown on the real data that region-specific information 
has the potential to be utilizable in credit scoring and possibly other applications.
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IntroductIon
Credit risk is one of the most fundamental and significant risks banks are exposed to, and is generally 
understood as the potential that a borrower or counterparty will fail to meet its contractual obligations 
(see BCBS, 2000). With the introduction of the Basel II capital requirements framework in 2004, attention 
paid to credit risk analysis and management has become even greater. Requirements in this area will be 
further augmented after January 1st, 2018, when the standard IFRS 9 Financial Instruments, introducing 
a new framework for credit impairment calculation, becomes effective.

Banks evaluate credit risk associated with potential and actual clients within credit scoring, which is 
a process for prediction of the probability that a client will default (Hand and Henley, 1997). For dis-
cussions on the historical context and development of credit scoring see Thomas (2000), or Abdou and 
Pointon (2011). As suggested above, credit risk evaluation (probability of default estimation) is impor-
tant not only for internal credit decisions, but also for regulatory purposes – especially quantification of 
capital requirements within the internal ratings-based approach (see BCBS, 2004; and CRR, 2013) and 
calculation of credit impairment (loss allowances) within IFRS 9 (see IFRS Foundation, 2015).

Since the 1970s, a quantitative approach to credit scoring has been dominant, with statistical models 
playing a key role. Over time, logistic regression has become the standard and is usually used as a benchmark 
when estimating more sophisticated models (e.g. Crook et al., 2007). Li and Zhong (2012), or Lessmann 
et al. (2015) provide a good overview of the methods and models that have been used in credit scoring.
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This paper aims to bridge credit risk and regional economic disparities representing a persisting 
development tendency in a majority of countries (e.g. Shankar and Shah, 2003), including the Czech 
Republic.

In the literature, there are a plenty of studies devoted to the analysis of credit risk in the macroeconomic 
context from various points of view. Pesaran et al. (2006) model conditional credit loss distributions, 
Pesaran et al. (2007) explore credit risk diversification, with both studies using ‘global’ macroeconometric 
models. In a recent study, Schwaab et al. (2016) also investigated credit risk from a global perspective, 
using a non-linear state-space model. Studies concerning credit risk and macroeconomy in the Czech 
Republic have been conducted by Jakubík and Heřmánek (2008), Jakubík (2008), Grešl et al. (2013) 
or Melecký et al. (2015), who deal with credit risk especially in the context of macroeconomic stress 
testing.

There are also many studies dealing with regional disparities from various perspectives. OECD (2016) 
can be considered as an up-to-date and comprehensive study with a global scope. In terms of more recent 
studies focusing on regional disparities within the Czech Republic, we can mention Kutscherauer et al. 
(2010), Kahoun (2010), Svatošová and Novotná (2012), Procházková and Radiměřský (2013), Kvíčalová 
et al. (2014), or Tuleja and Gajdová (2015).

As was outlined above, the primary goal of this paper is to provide in a sense an intersection between 
credit risk and regional economic disparities and investigate the relationship between credit risk and 
economic indicators in the Czech Republic at the regional (NUTS 3) level. Banks generally monitor credit 
risk (e.g. observed default rates) in relation to geographical locations (regions) as a part of their credit 
concentration risk2 management, which is also required by Directive 2013/36/EU (CRD, 2013) or CEBS 
(2010). However, this monitoring is predominantly performed on an individual basis (meaning from 
an individual bank’s or even portfolio’s point of view), and to our knowledge, the relationship between 
credit risk and economic indicators at the regional level has not been paid a great deal of attention 
on a more comprehensive level. Therefore, this paper aims to address this issue and at the end also 
demonstrates that region-specific information may be utilizable in credit scoring models or possibly other 
applications.

1 dAtA And MEtHodoLoGY
Firstly, credit risk and economic indicators at the regional level were investigated using simple graphical 
and correlation analysis. After that, the relationship between credit risk and economic variables was 
analyzed with linear regression models. Subsequently, hierarchical cluster analysis and model-based cluster 
analysis were performed, the latter within a Gaussian finite mixture modelling framework. Finally, it is 
demonstrated that region-specific information can be utilized in credit scoring models (using logistic 
regression). The following data are used in the above-mentioned analyses (at the regional level):

•	 Past_due: a share of population (adult natural persons) with past due obligations in % (source: 
SOLUS Register – see SOLUS, 2016);

•	 Une: general unemployment rate in % (source: Czech Statistical Office);
•	 GDPpc: gross domestic product per capita in CZK (source: Czech Statistical Office);3

•	 Wage: average wage in CZK (source: Czech Statistical Office);
•	 Educ: a share of the population with a university-level education in % (source: Czech Statistical 

Office – Population and Housing Census 2011).

2 Concentration risk can be understood to be a sub-risk of credit risk class – see e.g. Holub et al. (2015). It is one 
of the specific risks subject to supervisory review under Pillar 2 within Basel II, since it is not fully covered by Pillar 
1 capital requirements.

3 For an interesting methodological discussion on GDP per capita see Chlad and Kahoun (2011).
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The share of the population with past due obligations of a given region serves as a proxy of credit 
risk in this paper. It should also be noted that by “regional level”, the NUTS 3 level is implied. Therefore, 
14 regions are considered: Zlínský (Zlín Region, ZL), Vysočina (Vysočina Region, VY), Jihomoravský 
(South Moravian Region, SM), Praha (Prague, PR), Pardubický (Pardubice Region, PA), Jihočeský (South 
Bohemian Region, SB), Olomoucký (Olomouc Region, OL), Královéhradecký (Hradec Králové Region, 
HK),  Středočeský (Central Bohemian Region, CB), Plzeňský (Plzeň Region, PL), Moravskoslezský 
(Moravian-Silesian Region, MS), Liberecký (Liberec Region, LI), Karlovarský (Karlovy Vary Region, 
KV), Ústecký (Ústí nad Labem Region, UL).

For the credit scoring model (within the Discussion section), the real data (as of 2014) from a small 
bank operating in the Czech Republic is used – specifically, a sample of nearly 90 thousand clients (private 
individuals).

1.1 Model-based cluster analysis
Model-based cluster analysis can be considered as an alternative to traditional clustering methods, such 
as hierarchical clustering or partitioning clustering (k-means, partitioning around medoids etc.). Since 
model-based cluster analysis is not used as widely as more traditional methods, it will be briefly described 
in this section. As Fraley and Raftery (2007) note, together with the development of methods and software 
tools for model-based clustering, these techniques are becoming increasingly popular and preferred over 
the heuristic methods mentioned in the beginning of this paragraph. A prevailing statistical approach to 
clustering is the use of finite mixture models – see e.g. McLachlan and Peel (2000).

In model-based clustering, the data y are treated as coming from a mixture density f(y) = ∑c=1 ϱc  fc(y), 

where fc represents the probability density function of the observations in group c, and ϱc denotes 
the probability that an observation comes from the c-th mixture component. Therefore, ϱc   (0,1) and  
∑c=1 ϱc = 1. Generally, the individual components (clusters) are modelled using the Gaussian (normal)  
distribution that is characterized by the mean vector μc and the covariance matrix Σc. Parametrization 
of Σc allows us to determine various geometric features of the clusters (shape, volume, orientation). 
The probability density function takes the following form (Fraley and Raftery, 2007):

    (1)

A Gaussian mixture model with  multivariate mixture components has the likelihood function 
of the form:

      (2)

The model parameters (ϱc, μc   , Σc) are commonly estimated by the expectation-maximization (EM) 
algorithm initiated by hierarchical model-based clustering. However, alternative approaches for parameter 
estimation in these kinds of applications exist – for an overview see McNicholas (2011). For further 
technical details on model-based clustering (including the ‘mclust’ package in R that is used in this paper), 
see Fraley and Raftery (2002), Fraley et al. (2012, 2016), or Scrucca et al. (2016).

Model selection strategies can be based on several measures – for an overview see McLachlan and 
Peel (2000). However, as for example McNicholas (2011) notes, Bayesian Information Criterion (BIC) 
(Schwarz, 1978) is the most prevalent mixture model selection measure in the literature (and is considered 
in this paper as well). BIC adds a penalty term to the loglikelihood that takes the complexity of the model 
(number of parameters) into account. Therefore, the BIC has the form:

       (3)
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where  is the maximized loglikelihood for model , ,denotes the corresponding set of estimated 
parameters, and  represents the number of parameters of the model . Model selection in model-
based clustering is discussed in more detail in e.g. Fraley and Raftery (1998), or Raftery and Dean (2006).

2 crEdIt rISK And EconoMIc IndIcAtorS At tHE rEGIonAL LEVEL
2.1 Graphical and correlation analysis
Figure 1 depicts a share of the population with past due obligations in all of the considered regions and 
its development from 2012 to 2015. The last column represents the overall average. As it can be seen, the 
development of Past_due is quite stable over the observed time period.

Figure 1  Development of a share of the past due population in the individual regions from 2012 to 2015

Source: SOLUS Register

The Past_due variable in the context of the considered economic indicators is presented in Figure 2. 
The values are obtained as averages of the variables over the observed period 2012–2015.4 There 
is an exception in the case of the variable Educ – at the regional level the most current data is from 
the Population and Housing Census 2011. Even though there are some changes in the development 
of the variables from an absolute point of view, the proportions within the individual regions remain 
quite stable. Therefore, by averaging the values over years 2012–2015, no significant loss of information 
should occur – on the contrary, this procedure should assure that a more “long-term” view is provided  
by the performed analyses. Given the fact that relatively extreme values can be observed in the case 
of Prague (PR) – especially Educ 20.7% and GDPpc 813 thousand CZK – which would make differences 
among the other regions less visible in the graphical analysis, the scale of the vertical axes is adjusted 
in a corresponding manner to maintain lucidity.

Certain patterns can be observed from Figure 2. Generally, regions with relatively high shares of the 
population with past due obligations have higher unemployment rates, lower shares of the population 
with a university-level education and lower GDP per capita. The relationship between wages and past 
due rates is inconclusive. These observations are further elaborated below.

4 GDPpc is averaged from 2012 to 2014 since the values of 2015 were not available when writing the paper.
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Regarding unemployment, it turned out that it makes no considerable difference whether the general 
unemployment rate or registered unemployment rate is used in the analyses and estimations. Although 
there are some absolute changes between these two indicators, the proportions are similar. Moreover, 
based on the development of the standard deviations of all of the considered variables in the individual 
years, it can be said that no convergence is observed among the regions. In other words, the regional 
economic disparities in the discussed context do not become substantially less.

After the graphical analysis, a correlation analysis was performed. The correlations of the considered 
variables are summarized in Table 1. As above, the averages of the variables over the observed period 
2012–2015 are used. Moreover, to avoid distorting the results with extreme values, Prague is excluded 
from the correlation analysis.

Figure 2  The considered variables in the context of individual regions (averages from 2012 to 2015)

Table 1  Correlation analysis of the considered variables

Source: SOLUS Register, Czech Statistical Office

Note: Statistically significant correlation coefficients (p-value < 0.05) are marked with *.
Source: Own calculations

Past_due Une GDPpc Wage Educ

1 0.59* −0.60* −0.18 −0.68* Past_due

1 −0.43 −0.26 −0.21 Une

–1 –0.74* –0.80* GDPpc

–1 –0.53* Wage

–1 Educ

Focusing on the relationship between credit risk and economic variables, a high negative correlation 
is observed between Past_due and Educ (−0.68). This is logical, since it is expected that more educated 
people would naturally tend to have less problems with repaying their loans (they are expected to be 
more financial literate etc.). A high negative correlation can also be observed between Past_due and 
GDPpc (−0.60), which is also natural given the fact that in regions with higher GDPpc (i.e. with higher 
economic performance) there are higher wages and education rates, which is supported by high positive 
correlations between GDPpc and Wage (0.74), and GDPpc and Educ (0.80).
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2012 2013 2014 2015 Averages

coef. p (t) coef. p (t) coef. p (t) coef. p (t) coef. p (t)

const −22.48 0.1271 −15.46 0.1263 −6.73 0.4970 −4.84 0.5703 −12.64 0.2354

Une 1.11 0.0010 1.05 0.0003 1.04 0.0001 1.19 0.0001 1.11 0.0002

Wage 16.28 0.0155 12.66 0.0042 8.63 0.0493 7.42 0.0554 11.20 0.0172

Educ −1.51 0.0012 −1.41 0.0004 −1.35 0.0017 −1.29 0.0013 −1.39 0.0009

R2 0.73 0.79 0.75 0.75 0.76

p (F) 0.0004 0.0000 0.0000 0.0000 0.0000

Nevertheless, the direct relationship between Past_due and Wage is insignificant. One might expect that 
regions with higher wages would tend to have smaller shares of the population with past due obligations; 
however, wages themselves do not provide much useful information in this context, since the value of 
loans is not taken into account. Therefore, ratio indicators such as debt-to-income (DTI) would be more 
evidential. The following sections provide a deeper insight into the relationship between Wage and Past_due.

Furthermore, a relatively high positive correlation between Past_due and Une can be seen from the 
analysis (0.59), which is also logical since it is naturally expected that regions with smaller unemployment 
rates will have smaller shares of population with past due obligations. Therefore, it can be said that the 
results from the correlation analysis correspond to the prior expectations and in a sense summarize what 
is depicted in Figure 2.

2.2 regression analysis
After the graphical and correlation analysis, the relationship between credit risk and economic variables 
was further investigated using regression analysis. Specifically, cross-sectional and panel data regression 
analyses were performed. For the purpose of regression and cluster analyses (in Section 2.3), the considered 
variables are scaled to the same order due to statistical reasons (therefore Wage is in tens of thousands of 
CZK and GDPpc is in hundreds of thousands of CZK). Also, Prague is excluded since it can be considered 
as an extreme case (or outlier) that may distort the results.

As it was noted above, the development of the considered variables is quite stable over the observed 
time period in the individual regions. This is also shown in Table 2, which summarizes the main results 
of the five cross-sectional regressions performed (data as of 2012, 2013, 2014, 2015 and averages). Linear 
cross-sectional regression models were estimated by the ordinary least squares (OLS) method with 
heteroscedasticity robust standard errors.

5 Based on the values of the calculated variance inflation factors (in all cases under 1.7 after exlusion of GDPpc), it can be 
concluded that no additional multicollinearity problems arised. For details on this topic and other relevant diagnostic 
tests of linear regression models see e.g. Heij et al. (2004), or Greene (2012).

Table 2  Cross-sectional regression results

Source: Own calculations

The variable GDPpc was excluded from the regressions after the backward elimination procedure. 
This can be explained by the high correlations between GDPpc and Educ, and GDPpc and Wage (see 
Table 1).5 However, as it can be seen in Table 2, the signs of Une and Educ are as expected and described 
above (in Section 2.1). The sign of the variable Wage is positive, nevertheless, as it was noted, in order 
to create a direct link with credit risk (Past_due), an indicator considering both wage and the volume 
of the loan would have to be used (e.g. DTI). With wage itself, the logic is incomplete. Further comments 
on this topic are given below.
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6 This reasoning is also supported by the fact that the Pearson partial correlation coefficient (taking other variables into 
account) of Past_due and Wage is positive.

Table 3  Random effects panel regression results

Source: Own calculations

Furthermore, several panel data regression models were estimated. Table 3 summarizes the final selected 
one. The null hypothesis that all regions have the same intercept was rejected, hence the individual-
specific effects model was preferred. Also, the Hausman test (see Hausman, 1978) proved that the random 
effects generalized least squares (GLS) estimator is consistent and more efficient than the fixed effects 
one. Therefore, the random effects model was preferred to the fixed effects model. The random effects 
panel data regression model was estimated by the Arellano heteroscedasticity and autocorrelation robust 
GLS estimator (see Arellano, 2003) using the Nerlove method for estimating “within” and “between” 
variance (see Nerlove, 1971). However, the results were robust to the use of other methods, e.g. Swamy 
and Arora (1972). The Nerlove method was preferred due to slightly lower standard deviations of the 
obtained estimates. Although the GDP data at the regional level were not available for 2015, GDPpc was 
not considered in this estimation (similarly as above) – therefore, the data used covers the ‘full’ time 
span 2012–2015.

coef. p (t)

Const 12.23 0.0275

Une 0.26 0.0000

Wage 2.61 0.0021

Educ −1.27 0.0248

corr(y, ŷ)2 0.60

Hausman test (p) 0.33

To a large extent both types of regressions yield corresponding results. After analyzing the relationship 
between Wage and Past_due, the results obtained from cross-sectional and panel regressions are also 
in line – a positive sign can be observed. Since the regression analyses take indirect effects into account, 
the results obtained in this section are considered to be more plausible compared to the results from 
the simple correlation analysis (in Section 2.1).6

Therefore, the results imply that regions with higher wages tend to have a higher share of the population 
with past due obligations. The reasoning behind this statement could be that people with higher wages 
generally tend to take higher loans, and at the same time these people are more sensitive to adverse 
events, typically losing their job. For people with higher wages it may be more difficult to find a job with 
corresponding salary in a reasonably short time to cover the relatively high repayments of their loans. 
Another agrument could be that there are different price levels across regions implying that higher 
nominal wages do not necessarily mean higher real wages.

2.3 cluster analysis
So far, we have dealt with the a more “overall” picture. The relationship between credit risk and selected 
economic indicators was investigated using region-level data. In this section, the individual regions will 
be directly worked with, in order to cluster them based on various shared economic characteristics. Two 
types of clustering are performed – hierarchical and model-based.
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Figure 3 shows a dendrogram obtained from the hierarchical cluster analysis with a Euclidean 
distance matrix using the complete linkage method. Note, however, that the results yielded by using 
other methods (e.g. Ward) were very alike. Similarly as above, Prague was excluded from this analysis. 
Also, scaled averages of variables are used. All of the calculations in this section are performed in 
the R computational system (R Core Team, 2017).

The results of the model-based cluster analysis are summarized in Table 4. In this case, the analysis 
was performed in four versions – with 2, 3, 4, and 5 clusters. The mentioned options were set to be 
reasonable, given the application and subsequent interpretation. In every version, the final model was 
selected by running an optimization exercise within Gaussian finite mixture models using the ‘mclust’ 
package in R (Fraley et al., 2012, 2016). The optimization measure was the Bayesian information 
criterion (BIC) and the models were estimated using an expectation-maximization algorithm initialized 
by hierarchical model-based clustering. The selected models for every version have the following 
features:

•	 v1 (2 clusters): ellipsoidal distribution, equal volume and orientation;
•	 v2 (3 clusters): diagonal distribution, equal shape of clusters;
•	 v3 (4 clusters): diagonal distribution, equal volume and shape of clusters;
•	 v4 (5 clusters): diagonal distribution, equal volume and shape of clusters.

In this case, the data as of 2014 (most recent and complete) were used, excluding Prague.

Figure 3  Dendrogram of the considered regions

Source: Own calculations

The version with three clusters (illustrated in Figure 4) seems to be the most appropriate. Table 4 suggests 
that the SM region tends to be left alone as a separate cluster when the number of clusters increases. 
On the other hand, only two clusters are not sufficient – looking also at Figure 3, it is clear that regions 
KV and UL (cluster ∆ in Table 4 and Figure 4) stand on the side from both an economic and credit risk 
point of view. Therefore, from the performed analyses it can be seen that the regions are clustered mostly 
into three groups, and this version is used in the following text.

KV U
L

PA H
K

PL

SB CB

ZL

VY LI

SM

O
L

M
S0 

   
   

   
   

   
   

   
   

   
   

2 
   

   
   

   
   

   
   

   
   

   
4 

   
   

   
   

   
   

   
   

   
  6

H
ei

gh
t



2017

43

97 (3)STATISTIKA

Figure 4  Result of the model-based cluster analysis (three clusters)

Table 4  Model-based cluster analysis summary

Source: Own calculations

Source: Own calculations

No. Region Past due 2 clusters (v1) 3 clusters (v2) 4 clusters (v3) 5 clusters (v4)

1 ZL 5.50 □ □ □ ▪
2 VY 5.48 □ □ □ □
3 SM 6.65 ○ ○ + +
4 PA 6.93 □ □ □ □
5 SB 7.61 □ □ □ ○
6 OL 7.77 ○ □ □ ▪
7 HK 7.77 □ □ □ □
8 CB 7.98 □ ○ ○ ○
9 PL 8.50 □ ○ ○ ○

10 MS 10.20 ○ □ □ ▪
11 LI 11.08 □ □ □ □
12 KV 13.95 ○ ∆ ∆ ∆
13 UL 15.28 ○ ∆ ∆ ∆
14 PR 6.80 Excluded
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Therefore, the link between the considered economic indicators and credit risk (Past_due) is rather 
fragmentary and cannot be fully generalized over all of the regions. It can also be noted that there are 
of course many factors influencing the level of Past_due, especially on the individual (client) level. 
Therefore, it cannot be expected that economic variables to a large extent explain this issue. However, 
some of the obtained results are quite straightforward and evidential (especially regarding cluster ∆) and 
the next section investigates whether the region-specific data can be utilized in credit scoring modelling 
or possibly other applications.

dIScuSSIon
In this section, utilization possibilities of region-specific data will be discussed, especially in the context 
of credit scoring. For this purpose, additional calculations were performed. Firstly, a simple credit 

Figure 5  Spider graph of individual clusters in the context of considered variables

Source: Own calculations

The relationship between the considered economic variables and credit risk (Past_due) within 
the individual clusters is further investigated using a spider graph – see Figure 5. Note that the medians 
of the corresponding variables are used for each cluster of regions. Moreover, for illustrative purposes, 
the values are normalized across the clusters. The darkest line representing cluster ∆ confirms the findings 
from the previous analyses. Regions in this cluster have the highest unemployment rate, lowest GDP 
per capita, lowest wages and lowest education, and at the same time the highest share of the population 
with past due obligations. Regarding the other two clusters, it can be seen that even though the regions 
in cluster □ (the lightest line) are “worse” than □ in terms of economic performance indicators, their 
share of the population with past due obligations is comparable (even slightly higher in the case of ○). 
One may suggest that two clusters could be sufficient due to similarities between clusters □ and ○; 
however, it should be noted that the scale of the spider graph is in a sense “extended” because of cluster ∆, 
which optically diminishes the differences. Moreover, the choice of three clusters will also prove to be 
appropriate in the next section.
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7 Although Prague was excluded from the cluster analysis, for this application it was included in cluster ○ due to greater 
similarity with regions inside this cluster. However, the results would not substantially differ in a quantitative way even 
if Prague was treated as a separate cluster.

scoring model using dummy explanatory variables for each individual region was estimated, with 
the binary default variable as the dependent variable. Secondly, the findings from Section 2 were utilized. 
Therefore, the regions were clustered into three groups for which dummy variables were created.7 

The first region/cluster was treated as a reference category. The concept of the model was otherwise 
the same as in the first case – the credit scoring model had the form of the standard logistic regression 
and was estimated by the maximum likelihood method. The real data (as of 2014) from a small bank 
operating in the Czech Republic is used – specifically, a sample of nearly 90 thousand clients (private 
individuals).

In the first case (with dummy variables for individual regions), only 2 out of 14 regression coefficients 
were statistically significant at the 5% level. Moreover, one of them was a constant. In the second case 
(with dummy variables for clusters), all regression coefficients were statistically significant (3 out of 3). 
The performance of the models was then evaluated using the area under the receiver operating characteristic 
(ROC) curve – see e.g. Engelmann et al. (2003) or Fawcett (2006). The results for the two models described 
above were 0.55 and 0.54, respectively. Of course, the values are relatively small and close to 0.5 since 
the models predict the probability of default of clients only using information about the regions they come 
from. The main result is that for a relatively little loss of model performance, a much more “compact” 
model can be obtained, with statistically significant parameters. Therefore, from a statistical point 
of view, the second model may be preferred.

Khudnitskaya (2010) achieved a better scoring model performance with region-specific (or 
microenvironment-specific) information using logistic regression with a multilevel structure. Even 
though American data were used in her study, which are more hierarchically structured compared to the 
Czech data (given the size of the US), and therefore more comfortable and suitable to use in multilevel 
models, the multilevel modelling framework seems to be promising in this context.

Apart from Khudnitskaya (2010), this paper cannot be directly compared to the other studies mentioned 
in the introduction. The first set of studies deals with credit risk in the context of macroeconomy – Pesaran 
et al. (2006, 2007) use global vector autoregression models, Jakubík and Heřmánek (2008) estimate 
a vector error correction model (among others), Jakubík (2008) works with Merton-type models, Grešl 
et al. (2016) provide an interesting overview of the Czech National Bank’s stress-testing framework 
(including time-series and macroeconometric techniques), Melecký et al. (2015) use an autoregressive 
distributed lag model with instrumental variables, and in a recent study Schwaab et al. (2016) investigate 
credit risk from a global perspective, using a non-linear state-space model.

On the other hand, there are studies devoted to regional disparities, but without a link to credit risk. 
Kutscherauer at al. (2010) analyze and evaluate regional disparities especially using integrated indicators 
and models of the economic power of the regions. Kahoun (2010) studies regional disparities with 
GDP per capita and net disposable income (using descriptive statistics) and evaluates the suitability 
of these measures. Svatošová and Novotná (2012) also use descriptive statistics for investigating regional 
disparities, considering several demographic, social, economic and ecologic variables. Procházková 
and Radiměřský (2013) study the economic performance of regions using a regression model with 
socio-demographic and industrial factors. Kvíčalová et al. (2014) identify differences between regions 
based on economic characteristics using correlation analysis and hierarchical cluster analysis. Tuleja 
and Gajdová (2015) investigate the economic potential of regions using in particular graphical methods 
of magic polygons.
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concLuSIon
In this paper the regression techniques and methods of cluster analysis were in a sense combined with 
the extension to credit scoring application, using region-specific data. This work therefore partially 
contributes to the both areas of literature (credit risk in the context of economy and regional economic 
disparities), and its main added value lies in the interconnection of the two.

At this point, it should be noted that a larger set of appropriate economic variables will be analyzed 
in further research, e.g. factor productivities – see Vltavská and Sixta (2011). Also, considering regional 
price levels may be an improvement – see Musil et al. (2012) and Kocourek et al. (2016).

Regarding the credit scoring application, banks often categorize the regions in an expert way based on 
their internal historical experience. Based on the character of the banks’ population (character of clients), 
it may occur that e.g. using solely historical data in application credit scoring could lead to prior incorrect 
penalization of clients from certain regions if the population is in a sense “biased”. On the other hand, 
the clustering approach used in this paper is independent of the bank-specific population and thus more 
robust in this context. Using clusters of regions also diminishes the number of parameters to be estimated 
compared to the case of dummy variables for each region, which may help to minimize potential numerical 
instability issues. As it was suggested, the clustering approach could be further used in certain types 
of stress-testing exercises, where augmentation of the analysis dimension by the regional level may help 
to improve the results (compared to the case where the Czech Republic would be considered as a whole).

To conclude, it can be summarized that this paper bridges the areas of credit risk and regional economic 
disparities, and investigates the relationship between the credit risk and economic indicators in the Czech 
Republic at the regional (NUTS 3) level. This relationship was consecutively examined using graphical 
and correlation analysis, regression techniques, and different types of clustering methods. Regions were 
then clustered into three groups according to their economic similarities and disparities. Subsequently, 
it was shown that region-specific information has the potential to be utilizable in credit scoring and 
possibly other applications. This area will be further investigated in the context of a multilevel modelling 
framework, which provides the possibility to improve scoring models to a larger extent.
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