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INTRODUCTION
Cluster analysis is a strong tool of the multivariate exploratory data analysis. It involves a great amount  
of techniques, methods and algorithms which can be applied in various fields, including economy. How-
ever, in most of research papers containing cluster analysis of economic data the classical basic approaches 
are only applied. In this paper some clustering algorithms proposed in the last decades are introduced.

The aim of cluster analysis is to identify groups of similar objects (countries, enterprises, households) 
according to selected variables (unemployment rate of men and women in different countries, deprivation 
indicators of households, etc.). The basic approaches are hierarchical clustering and k-means clustering. 
There are many types of these techniques.

Agglomerative hierarchical clustering, which is usually applied, starts with objects regarded as indi-
vidual clusters. The clusters are stepwise linked until all objects are connected in one cluster. In k-means 
clustering, objects are assigned to a certain number of clusters. In both methods the analyst needs  
to have some tools for determining the number of clusters. In hierarchical cluster analysis it can be done 
intuitively via a dendrogram, in k-means clustering the objects are usually assigned to different numbers 
of clusters and according to selected criteria, see e.g. (Gan et al., 2007), the suitable number is chosen.

The basic term in cluster analysis is a similarity. An attempt to formalize the similarity measure  
and relation between similarity and distance is given in (Chen et al., 2009). Let xi be a vector of variable 
values, which characterizes the ith object. If variables are quantitative then the distance between the ith 
and jth objects can be calculated e.g. as the Euclidean distance between vectors xi and xj (in the following 
text an object and a representing vector will be considered as synonyms), i.e.
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Abstract

In the paper, some classical and recent approaches to cluster analysis are discussed. Over the last decades re-
searchers focused mainly on categorical data clustering, uncertainty in cluster analysis and clustering large 
data sets. In this paper some of the recently proposed techniques are introduced, such as similarity measures 
for data files with nominal variables, algorithms which include uncertainty in clustering, and the method  
for data files with many objects.
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where m is the number of variables (e.g. economic indicators) and xil is the value for the ith object  
and the lth variable. It is supposed that the data set X consisting of the vectors x1, x2, …, xn, where  
n is the number of objects, should be partitioned into k clusters C1, C2…, Ck.

The main tasks for the cluster analysis research of the last decades has been clustering large data sets, 
clustering data files with categorical variables, fuzzy clustering and other techniques expressing uncer-
tainty. Some related problems are solving, an outlier detection, determining the number of clusters, etc. 
Although the tasks mentioned above were solved at the beginning of the cluster analysis development, 
at the end of the 20th century and at the beginning of the 21st century the interest in these methods  
is growing in connection with the development of data mining techniques. The new algorithms for cluster 
analysis are proposed not only by statisticians, but also by computer science researchers. In this article 
the development of selected types of clustering is discussed.

1 HIERARCHICAL CLUSTER ANALYSIS
Probably the most applied method in economy is agglomerative hierarchical cluster analysis. It is based 
on a proximity matrix which includes the similarity evaluation for all pairs of objects. It means that var-
ious similarity or dissimilarity measures for different types of variables (quantitative, qualitative and bi-
nary) can be used. Moreover, different approaches for evaluation of the cluster similarity (single linkage, 
complete linkage, average linkage, Ward’s method, etc.) can also be applied.

Figure 1  Scatter plot for countries characterized by economic activity rate in 2011 (IBM SPSS Statistics)

Source: Slovensko v EÚ 2012 – Trh práce. Štatistický úrad Slovenskej republiky. ISBN 978-80-8121-123-2
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Apart from giving a possibility to analyze data files with qualitative variables, the main advantage  
of this type of analysis is a graphical output in the form of a dendrogram. However, this graph is useful 
mainly for relatively small data files. In large files (with many objects) individual objects cannot be iden-
tified. Another disadvantage is a need to create a proximity matrix in the beginning of the analysis, what 
may cause a problem for large files.

Hierarchical cluster analysis can be illustrated by grouping selected countries of the European Union 
(new members of EU from 2004 and 2007 were selected). Let us consider three variables concerning 
the economic activity rate in 2011 according to the age (aged 15–24, 25–54, 55–64). Two of them can be 
represented by points in a scatter plot, see Figure 1.

With using the Euclidean distance and the complete linkage method the dendrogram in Figure 2  
is obtained. We can see that Cyprus and Latvia are the most similar considering three studied variables 
(the countries are linked as the first; it is indicated by the smallest distance linkage in the dendrogram), 
then the Czech Republic and Slovakia are linked, etc. On the basis of the dendrogram we can identify 
two main clusters, which can be further divided to obtain a larger number of clusters.

For example by cutting the dendrogram according to distance linkage 20 we obtain four clusters.  
In the first one there are the Czech Republic, Slovakia, Bulgaria and Lithuania, in the second one Cy-

Source: Slovensko v EÚ 2012 – Trh práce. Štatistický úrad Slovenskej republiky. ISBN 978-80-8121-123-2
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Figure 2  Dendrogram for countries characterized by economic activity rate in 2011 (according to the age) obtained
by the complete linkage method (STATISTICA)
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prus, Latvia and Estonia are placed. The third cluster includes Poland, Romania, Hungary and Slovenia.  
In the fourth cluster there is only Malta. Minimum and maximum values of the analyzed variables char-
acterizing four clusters are in Table 1.

Malta has the highest value of the economic activity rate for the aged 15–24 group and the smallest value 
for the aged 55–64 group. The second cluster is characterized by high values both for the aged 15–24 group 
and for the aged 55–64 group. The first and the third clusters differ in the values of the aged 55–64 group.

If a data file contains nominal variables, some special measure must be used for similarity evaluation. 
The basic measure is the simple matching coefficient, which is also called the overlap measure. Let us denote 
the similarity of vectors xi and xj as sij. For its calculation the values in the ith and jth rows of the input 
matrix are compared for all variables. Evaluation of relationships of the values for the lth variable is de-
noted as slij. If xil = xjl, then slij = 1, otherwise slij = 0. Similarity sij is calculated as the arithmetic mean, i.e.

             (2)

Hierarchical cluster analysis can be also based directly on a proximity matrix that evaluates  
the relationship of all pairs of variables. In a dendrogram similarity of variables and groups of variables 
can be identified.

Clustering of nominal variables will be illustrated by the data from the EU-SILC surveys in the Czech 
Republic (survey Living Condition 2011, the part “households”). There are nine indicators of material 
deprivation – eight indicators are answers to questions and the ninth one is composed of four answers. 
The data set with 12 original variables was analyzed (the number of households was 8 866). The variables 
contain values indicating whether or not the household can  afford: a washing machine, a color TV, a tele-
phone, a personal car, keeping the home adequately warm, a meal with meat, fish or vegetarian equivalent 
every second day, one week annual holiday away from home, coping with unexpected expenses, avoiding 
arrears in rent, utility bills, mortgage and hire purchase installments (the name of variables are in italic). 
These variables are nominal and they have different numbers of categories. The first four variables have 
three categories, the next four variables have two categories and the last four variables have three categories.

Figure 3 shows that the most similar answers concern a color TV and a telephone. The answers concern a wash-
ing machine are also alike (97–98% of the households own these durables). Three separated pairs of variables can 
be seen: holiday and expenses (56 and 58% of the households answered yes), rent and bills, and mortgage and hire.

Table 1  Characteristics of four clusters of countries obtained by the complete linkage method according
 to the economic activity rate in 2011

Cluster number
Aged 15–24 Aged 25–54 Aged 55–64

Min Max Min Max Min Max

1 27.4 30.2 82.4 90.0 46.0 58.4

2 37.8 40.6 87.6 88.3 58.0 64.7

3 24.7 37.4 79.1 90.1 33.3 41.5

4 51.8 51.8 74.7 74.7 32.6 32.6

Source: Own calculation based on the data from publication: Slovensko v EÚ 2012 – Trh práce. Štatistický úrad Slovenskej republiky. ISBN           
                978-80-8121-123-2
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The overlap measure does not take into account different numbers of categories for individual vari-
ables. Recently, several similarity measures for objects characterized by nominal variables were proposed 
to deal with this problem. In the following text four measures for object similarity evaluation will be in-
troduced. For the first three of them Equation (2) is applied, but the slij values are calculated differently.

The Eskin measure was proposed by Eskin et al. (2002). It assigns higher weights to mismatches which 
occur on variables with more categories. Let us denote the number of categories of the lth variable as nl. 
If xil = xjl, then slij = 1, otherwise slij = nl

2/(nl
2 + 2).

The OF measure (Occurrence Frequency) assigns higher weights to more frequent categories in case  
of mismatch, see (Boriah et al., 2008). Let us denote the frequency of the category (of the lth variable) 
equal to the value xil as f(xil). If xil = xjl, then slij = 1, otherwise slij = 1/(1 + ln(n/f(xil))∙ln(n/f(xjl))).

The IOF measure (Inverse Occurrence Frequency), see (Boriah et al., 2008), includes the oppo-
site system of weights to OF. It evaluates mismatches of more frequent categories by lower weights.  
If xil = xjl, then slij = 1, otherwise slij = 1/(1 + lnf(xil)∙lnf(xjl)).

The Lin measure (Lin, 1998) assigns higher weights to more frequent categories in case of matches 
and lower weights to infrequent categories in case of mismatches. Let us denote a relative frequency  

Source: the EU-SILC 2011 data
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Figure 3  Dendrogram for indicators of material deprivation of households, survey Living Condition 2011
 (STATISTICA)
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of the category equal to the value xil as p(xil). If xil = xjl, then slij = 2∙lnp(xil), otherwise  
slij = 2∙ln(p(xil) + p(xjl)). The similarity measure for two objects is then computed as

             (3)

The measures mentioned above and some other measures have been reviewed e.g. in (Boriah et al., 
2008) and (Chandola et al., 2009). Some other similarity measures have been proposed, e.g. in (Le et Ho, 
2005) and (Morlini et Zani, 2012).

2 K-CLUSTERING
In k-clustering the set of objects is divided to a certain number (k) clusters. We can distinguish differ-
ent approaches from different points of view. The first classification is for hard and fuzzy clustering.  
In the first one, an object is assigned exactly to one cluster. The result is a membership matrix for ob-
jects and clusters with ones (the object is assigned to the cluster) and zeroes (the object is not assigned  
to the cluster). In the second approach membership degrees are calculated for all cluster-object pairs. More-
over, some other approaches to expressing uncertainty in cluster analysis have been proposed, see below.

The second classification is for k-centroid and k-medoids clustering. In the former, the center of a clus-
ter is represented by a vector of variable characteristics (e.g. vector of means for quantitative variables). 
In the latter, the center of a cluster is represented by a selected object (by a vector from the input matrix).

The most applied k-centroid technique is the k-means (also HCM – hard c-means) algorithm (Mac-
Queen, 1967), which analyzes the data set with the aim to minimize the objective function

             (4)

where the elements uhard,ih ∈ {0, 1} indicate the assignment of object vectors to clusters (1 means  
the assignment) and dih is the Euclidean distance between the jth object and the center (a vector of means) 
of the hth cluster. Further, the following conditions have to be satisfied:

             

Let us analyze the data file with three variables concerning the economic activity rate in 2011 accord-
ing to age (see Section 1, Figure 1). With using the k-means algorithm for clustering countries to four 
clusters we obtain two one-element clusters (Slovenia and Malta). All four clusters and their centroids 
are presented in Figure 4 and the obtained clusters are characterized in Table 2. They differ from results 
obtained by the complete linkage method (Figure 2) but they are consistent with the results obtained  
by the average linkage method (these results are not presented in this paper).

According to the studied variables Malta is significantly different from the other countries regardless 
of the method used. Slovenia is characterized by the low value of the economic activity rate for the age 
group 55–64  and the highest value for the age group 25–54. The first and the third clusters differ mainly 
in the values of the age group 55–64.
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The advantage of k-centroid clustering is a possibility to apply it to large data sets. The disadvantage 
is its instability; for different orders of object vectors different assignments of objects to clusters can  
be obtained. Further, the result of clustering depends on a type of initialization (determination of k initial 
centroids), which is the first step of the algorithm. K-clustering methods search for the optimal solution, 
but the optimum can only be local, not global. Despite some negative properties these methods play  
an important role in the exploratory data analysis.

Source: Slovensko v EÚ 2012 – Trh práce. Štatistický úrad Slovenskej republiky. ISBN 978-80-8121-123-2
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obtained by k-means clustering (IBM SPSS Statistics)
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In the hard k-medoids (also PAM – Partitioning Around Medoids) algorithm, see (Kaufman et Rous-
seeuw, 2005), the objective function

      (5)

is minimized, where mh is a medoid of the hth cluster and for values uhard,ih the same conditions as in case 
of k-means clustering must be satisfied.

With using the k-medoids algorithm for clustering countries to four clusters we obtain one one-element 
cluster (Malta). All four clusters are presented in Figure 5 in the form of a silhouette plot. The silhouette widths 
are computed on the basis of distances of an object from the other objects from both the same cluster and 
the other clusters. The first object in the cluster is a medoid. In Figure 5 the medoids are the Czech Republic, 
Latvia, Poland and Malta. An opposite direction (a negative value) in case of Lithuania (belonged to the first 
cluster) means that this country is closer the objects from other clusters (according to the special measure).

Table 2  Characteristics of four clusters of countries obtained by k-means clustering according to the economic
activity rate in 2011 

Cluster number
Aged 15–24 Aged 25–54 Aged 55–64

Min Max Min Max Min Max

1 24.7 33.6 79.1 88.0 39.2 50.6

2 37.4 37.4 90.1 90.1 33.3 33.3

3 29.4 40.6 87.6 90.0 58.0 64.7

4 51.8 51.8 74.7 74.7 32.6 32.6

Source: Own calculation based on the data from publication: Slovensko v EÚ 2012 – Trh práce. Štatistický úrad Slovenskej republiky. ISBN  
                978-80-8121-123-2

Source: Slovensko v EÚ 2012 – Trh práce. Štatistický úrad Slovenskej republiky. ISBN 978-80-8121-123-2
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Figure 5  Silhouette plot for countries characterized by economic activity rate in 2011 for four clusters obtained
 by the PAM algorithm (S-PLUS)
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From Figure 5 it is obvious that generally some objects can be assigned to two (or more) clusters. In 
this case an uncertainty can be expressed in results of clustering. One of the approaches how to express 
an uncertainty in cluster analysis is a fuzzy assignment of objects to clusters. It is applied in fuzzy cluster 
analysis. This technique is based on the theory of fuzzy sets (Zadeh, 1965). Fuzzy clustering has been 
studied very intensively in the past decades. A lot of papers have been published in journals, conference 
proceedings and in some monographs, e.g. (Abonyi et Feil, 2007) and (Höppner et al., 2000). There are 
many different algorithms used for fuzzy (soft) cluster analysis. Fuzzy k-means is one of them, see e.g. 
(Kruse et al., 2007). It is based on a generalization of the k-means (HCM) algorithm.

The fuzzy k-means (frequently FCM – fuzzy c-means) algorithm (Bezdek, 1981) minimizes the ob-
jective function

             (6)

where the elements uih ∈ 〈0, 1〉 are membership degrees, and the parameter q (q > 1) is called a fuzzifier  
or weighting exponent (usually q = 2 is chosen). Furthermore, the following conditions have to be satisfied:

             

We can again illustrate the application of fuzzy cluster analysis to the data on selected countries of 
the European Union (see Section 1, Figure 1). Using the FANNY algorithm in the S-PLUS statistical 
software, see (Kaufman et Rousseeuw, 2005), we obtain the results in Table 3 with the assignment of 
countries to four clusters.

Table 3  Country membership degrees based on economic activity rate in 2011 for four clusters obtained by the FANNY
algorithm (S-PLUS)

Country Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster number

Bulgaria 0.51 0.11 0.28 0.10 1

Czech Republic 0.71 0.10 0.12 0.07 1

Estonia 0.15 0.66 0.11 0.09 2

Cyprus 0.09 0.82 0.05 0.04 2

Lithuania 0.35 0.36 0.17 0.12 2

Latvia 0.05 0.89 0.03 0.02 2

Hungary 0.22 0.09 0.53 0.15 3

Malta 0.21 0.18 0.28 0.34 4

Poland 0.21 0.08 0.48 0.23 3

Romania 0.12 0.05 0.74 0.08 3

Slovakia 0.62 0.08 0.20 0.09 1

Slovenia 0.03 0.02 0.04 0.90 4

Source: Own calculation based on the data from publication: Slovensko v EÚ 2012 – Trh práce. Štatistický úrad Slovenskej republiky. ISBN  
                978-80-8121-123-2
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According to the highest value of membership degrees over clusters (bold figures in Table 3), the first 
cluster is created by the Czech Republic, Slovakia and Bulgaria. In the second cluster there are Latvia, 
Cyprus, Estonia and Lithuania. It can be noticed Lithuania has similar membership degrees to the first 
and the second clusters (0.35 and 0.36). The third cluster is created by Romania, Hungary and Poland, 
and the fourth cluster contains Slovenia and Malta. However, membership degrees are very various  
– it is 0.9 for Slovenia and 0.34 for Malta.

The fuzzy k-means algorithm is sensitive to noise and outliers. Let us suppose clustering to two 
clusters Ch and Cg. If xi is equidistant from centroids ch and cg then uih = uig = 0.5, regardless whether  
the actual distance is large or small. A similar situation can be mentioned in the fuzzy k-medoids algo-
rithm (Krishnapuram et al, 2001), in which the objective function

            (7)

is minimized under the same condition as in the fuzzy k-means algorithm.
For the reason of the negative property of fuzzy clustering, different approaches were proposed later, 

see (Bodjanova, 2013). One of them is the possibilistic k-means (also PCM – possibilistic c-means) algo-
rithm (Krishnapuram et Keller, 1993). It minimizes the objective function

             (8)

where the elements wih ∈ 〈0, 1〉 are membership degrees, q is a fuzzifier, and the following conditions 
have to be satisfied

 and γh is a user defined constant (scale 

parameter). It can be computed e.g. as          

           
 

This algorithm is very sensitive to initialization.
Since both the FCM and the PCM algorithms have some negative properties, the combination  

of both algorithms has been developped in results of the FPCM algorithm (Pal et al., 2005). It minimizes 
the objective function

             (9)

where a, b, q1, q2 and γh are positive constants. Constants a and b define the relative importance of prob-
abilistic and possibilistic memberships. The fuzzy-possibilistic c-medoids algorithm has been also pro-
posed (Maji et Pal, 2007a).

Other approaches which are alternative to hard clustering are techniques based on the rough set 
theory (Pawlak, 1982). The basic technique is the rough k-means (or RCM – rough c-means) algorithm 
(Lingras et West, 2004). In this algorithm each cluster Ch is defined by the lower approximation Alow(Ch)  
and the upper approximation Aup(Ch). The object xi can be a part of most one lower approximation.  
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If the object xi is a part of a certain lower approximation then is also a part of the upper approxima-
tion. If xi is not a part of any lower approximation then it belongs to two or more upper approximation.  
A special technique for the cluster mean computation is applied.

In the RCM algorithm two values characterizing the membership for a certain object and a cer-
tain cluster are calculated. There are the low membership ulow,ih and the up membership uup,ih.  
If ulow,ih = 1 then the ith object certainly belongs to the hth cluster. If ulow,ih = 0 then the assignment  
of the ith object depends on the value of uup,ih. If uup,ih = 1 then the ith object possibly belongs to the hth 
cluster. If uup,ih = 0 then the ith object does not belong to the hth cluster. The following conditions have 
to be satisfied:

            

The result of a combination of rough and fuzzy approaches is the rough-fuzzy k-means  
(or RFCM – rough-fuzzy c-means) algorithm (Mitra et al., 2004). Moreover, Maji and Pal (2007b) proposed  
the rough-fuzzy-possibilistic k-means (or RFPCM – rough-fuzzy-possibilistic c-means).

In rough-based techniques the lower approximation of each cluster depends on a fixed threshold  
TH which is defined by the user. For this reason a modification of these approaches based on the shad-
owed sets (Pedrycz, 1998) was proposed by Mitra et al. (2010). This algorithm is called shadowed k-means 
(SCM – shadowed c-means). It provides the dynamical evaluation of thresholds for each cluster individ-
ually, based on the original data.

3 OTHER APPROACHES
Besides of hierarchical clustering and k-clustering, there are some other approaches proposed e.g.  
for large data files (with many objects), for data files with categorical variables, and also for data files  
of both types. We can mention two-step cluster analysis implemented in the IBM SPSS Statistics software 
as an example of the procedure which can cluster large data sets with both quantitative and qualitative 
variables. This method is based on the BIRCH (Balanced Iterative Reducing and Clustering using Hierar-
chies) algorithm, see (Zhang et al., 1996).

The algorithm arranges objects of the data set into subclusters, known as cluster features (CFs). These 
cluster features are then clustered into k groups using a traditional hierarchical clustering procedure. A CF 
represents a set of summary statistics on a subset of the data. The algorithm consists of two phases. In the 
first one, an initial CF tree is built. In the second one, an arbitrary clustering algorithm is used to cluster 
the leaf nodes of the CF tree. The disadvantage of this method is its sensitivity to the order of the objects.

In two-step cluster analysis, the user can apply either the Euclidean distance for the quantitative da-
ta or the log-likelihood distance measure which is determined for the data files with the combination  
of quantitative and qualitative variables (Chiu et al., 2001). In the second case the dissimilarity of two 
clusters is expressed as the difference between a variability of the cluster created by linking of the studied 
clusters and a sum of the variability of individual clusters. A variability is calculated as a combination  
of values of the variance (for quantitative variables) and the entropy (for qualitative variables).

The application of this method will be illustrated to the EU-SILC data (Living Condition 2011). Af-
ter clustering 8 866 households (i.e. large data set for cluster analysis) according to 12 nominal variables 
analyzed in Section 1, the procedure determines two clusters of households as optimal (the average sil-
houette width is calculated on the basis of the silhouette widths, see Figure 5).
The output for two clusters indicates that the most important variables for clustering are personal car, 
holiday, and expenses. For three clusters, variables mortgage and hire were added as important. Variables 
warm and meal were added as important for four clusters. The relative frequencies of categories for vari-
ables mentioned above are in Tables 4 and 5.
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If the households are clustered to two clusters, they can be characterized in the following way. One 
cluster includes mostly the households that own a personal car and have no problems neither with pay-
ing holiday nor with unexpected expenses. The second cluster represents the households which have 
not a personal car from other reason than financial and have problems to pay holiday and unexpected 
expenses. Similarly the results of clustering to three and four clusters can be described.

Another application of two-step cluster analysis to the EU-SILC data is described in (Řezanková  
et Löster, 2013). For the analysis of large data files with quantitative variables, methods k-clustering can 

Table 4  Relative frequencies of answers in individual clusters obtained by two-step cluster analysis based
on indicators of material deprivation, survey Living Condition 2011

Table 5  Relative frequencies of answers in individual clusters obtained by two-step cluster analysis based
on indicators of material deprivation, survey Living Condition 2011

Cluster 
number 

(size)

Warm Meal Holiday Expenses

Yes No Yes No Yes No Yes No

1/2 (49.9%) 85.9% 14.1% 76.4% 23.6% 29.7% 70.3% 30.9% 69.1%

2/2 (50.1%) 99.8% 0.2% 99.8% 0.2% 83.0% 17.0% 84.2% 15.8%

1/3 (54.8%) 87.5% 12.5% 79.2% 20.8% 32.2% 67.8% 36.1% 63.9%

2/3 (20.1%) 98.8% 1.2% 97.8% 2.2% 68.1% 31.9% 63.6% 36.4%

3/3 (25.1%) 100.0% 100.0% 100.0% 100.0%

1/4 (37.8%) 99.8% 0.2% 99.6% 0.4% 39.9% 60.1% 43.5% 56.5%

2/4 (19.6%) 99.4% 0.6% 99.5% 0.5% 69.6% 30.4% 54.7% 35.3%

3/4 (17.5%) 60.5% 39.5% 33.7% 66.3% 14.9% 85.1% 19.7% 80.3%

4/4 (25.1%) 100.0% 100.0% 100.0% 100.0%

Source: the EU-SILC 2011 data

Cluster 
number

Personal car Mortgage Hire

Own Cannot 
afford Other Yes No Other Yes No Other

1/2 29.8% 22.5% 47.7% 1.0% 4.4% 94.6% 2.4% 10.8% 86.9%

2/2 98.0% 0.5% 1.5% 0.1% 19.9% 80.0% 0.1% 19.3% 80.7%

1/3 38.1% 19.4% 42.5% 0.8% 1.9% 97.2% 2.1% 5.7% 92.3%

2/3 89.7% 4.2% 6.1% 0.6% 55.4% 44.1% 0.4% 59.4% 40.2%

3/3 100.0% 100.0% 100.0%

1/4 37.5% 14.6% 47.9% 0.1% 99.9% 1.1% 98.9%

2/4 89.1% 3.7% 7.2% 0.6% 54.6% 44.8% 0.3% 58.7% 41.0%

3/4 41.3% 29.9% 28.8% 2.6% 7.9% 89.5% 6.5% 17.7% 75.8%

4/4 100.0% 100.0% 100.0%

Source: the EU-SILC 2011 data
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be applied, either classical algorithms or their modifications. We can mention the CLARA (Clustering 
LARge Applications) algorithm as an example (Kaufman et Rousseeuw, 2005). It is based on the k-medoid 
algorithm and implemented in the S-PLUS system.

The principles of methods proposed for large data files (both with many objects and many variables) 
are reviewed e.g. in (Kogan, 2007). An example of techniques for clustering in case of high-dimensional 
data is the R package BCLUST (Partovi Nia et Davison, 2012). The approaches to clustering categorical 
data are summarized e.g. in (Řezanková, 2009). If a data set contains mixed-type variables, one possi-
bility is to cluster objects according groups of variables of the same type and then combine of individual 
solutions by cluster ensembles, e.g. by package CLUE for R, see (Hornik, 2005).

CONCLUSION
In the paper selected approaches to cluster analysis were introduced. For cluster analysis of objects which 
are characterized by values of nominal variables, the analyst can use recently proposed similarity mea-
sures. Performed experiments showed (Šulc et al., 2013) that clustering with using some of these mea-
sures give better clusters than the overlap measure from the point of view of the within-cluster variability.

Recent methods which include uncertainty are a promising tool to give better results than basic fuzzy 
cluster analysis. For the data from some surveys, e.g. the EU-SILC, the techniques for large data sets is useful.

It is regrettable that commercial software products react to the recently proposed methods very 
slowly, or do not react at all. They rarely include measures for nominal variables, fuzzy cluster analysis  
and methods for large data files. If the software system offers some of these possibilities, it is usually just 
one of them and the analysts need to use several software products to perform modern analyses.
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