
ANALYSES

38

Two-Step Classification 
of  Unemployed People
in the Czech Republic
Zdeněk Šulc1  | University of Economics, Prague, Czech Republic

Marina Stecenková  | University of Economics, Prague, Czech Republic

Jiří Vild  | University of Economics, Prague, Czech Republic

1    Faculty of Informatics and Statistics, Department of Statistics and Probability, Nám. W. Churchilla 4, 130 67 Prague 3, 
Czech Republic. Corresponding author: zdenek.sulc@vse.cz.

2  Czech Statistical Offi  ce <www.czso.cz>.

Abstract

Th e paper analyzes structure and behavior of unemployed people in the Czech Republic by means of latent 
class analysis (LCA) and CHAID analysis where the output of LCA serves as the input for CHAID. Th e unem-
ployed are classifi ed in two steps; for each step diff erent characteristics are used. In the fi rst step, respondents 
are split into latent classes according to their answers to questions concerning ways of searching for a new job. 
In the second step, CHAID analysis is performed with results obtained from LCA as a dependent variable. 
In the paper, data from periodical Labor Force Survey conducted in Czech Republic in spring 2011 are used. 
Th e results indicate that unemployed people in the Czech Republic can be divided into four segments: Active, 
Passive, Typical and Specifi c. A special attention is paid to extreme segments Active and Passive.
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INTRODUCTION

Unemployment is thoroughly observed socio-economic phenomenon. High unemployment shows 
negative eff ects on economic, social and psychic situation of individuals, households, and generally, on 
a whole society. It is connected with many adverse eff ects, such as poverty, criminality, increased social 
(and other) expenditures of a state, problems caused by long-term unemployment and other, see Katrňák, 
Mareš (2007). Th erefore, it is necessary to fully understand all aspects of unemployment and to make all 
possible arrangements to minimize its negative eff ects. In this paper, we focus on explaining the structure 
of unemployed people in the Czech Republic. Th is knowledge can help to improve the unemployment 
strategy of the Czech Republic and this procedure can also be applied in other countries.

Th e unemployment rate in the Czech Republic was infl uenced by economic crisis with a slight de-
lay. Th e fi rst signs of rising unemployment became obvious in 2009. Since then the unemployment rate 
holds the constant level around 7%,2 in 2014 it dropped even below 6%. In comparison with other EU 
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3    Eurostat <ec.europa.eu/eurostat>.

countries, the Czech unemployment rate was among the lowest. In September 2014, it was lower only in 
Malta, Austria and Germany.3 From among the Czech regions, the steadily lowest unemployment rate is 
in Prague and surrounding Středočeský region. It is just because many companies have their headquarters 
in these regions. On the other hand, the highest unemployment rate occurs in the Ústecký and Moravs-
koslezský regions because of high concentration of heavy industry from the past, which was liquidated 
or signifi cantly reduced in the beginning of the 90’s. Th e situation there improves very slowly. Th e unem-
ployment rates in the rest of regions can be found in Statistical yearbook of the Czech Republic (2013).

An effi  cient hybrid methodology, which was introduced by Magidson and Vermunt (2004a), was ap-
plied to the data. Th is methodology combines features of the CHAID algorithm and latent class model-
ling. Using this methodology, the paper aims to achieve a better understanding of structure and behavior 
of unemployed people in the Czech Republic. Th e approach is performed in two steps. In the fi rst step, 
the unemployed people are divided into several segments (latent classes) according to the way of seeking 
for a new job. In the second step, CHAID analysis is used to estimate the membership of each object in 
one of the latent classes, which were created in the fi rst step. Th e second step is performed in two ways. 
First, there are used the same indicators, which served for construction of the latent classes. Second, 
CHAID analysis with fi ve socio-demographic variables is performed with the aim to describe the cre-
ated latent classes from a diff erent perspective. Th us, we are able to reveal the background of people’s 
attitudes in terms of other social characteristics. Th ere are other interesting approaches to achieve the 
same goal. For example, Shaunna and Muthen (2009) introduced an approach based on posterior prob-
abilities from LCA. Th e rest of the paper is organized as follows: Section 1 describes how the unemploy-
ment is measured. Section 2 introduces the principles of LCA and in Section 3 the principles of CHAID 
analysis. Section 4 off ers practical application which is performed on data from periodical Labor Force 
Survey conducted by Eurostat in the Czech Republic in 2011. Th e results are summarized in Conclusion.

1 UNEMPLOYMENT AND THE LABOR FORCE SURVEY

Indicator of unemployment used in the research comes from Labor Force Survey (LFS). LFS is organized 
by Eurostat and it provides results which are comparable in all countries of EU and some other countries. 
It is conducted on a random sample of private households in which all persons are surveyed according to 
their labor status (employed, unemployed or inactive). Th e labor status is determined by ILO conditions. 
According to them, the unemployed are at least 15 years old and have to meet the following conditions 
during a reference week to be involved in the survey. First, they do not work as paid employees during 
a reference week. Second, they have been actively looking for a job within a four-week period ending 
with a reference week. Th ird, they are available for paid employment within two weeks since the end 
of a reference week. Th e indicator of unemployment is computed as the ratio of unemployed people 
according to ILO conditions to the total labor force.

Th e data from Eurostat can be broken down by many additional criteria like age, nationality, full-time/
part-time employment etc. Th us, they allow for a detailed view at unemployment issues, which suits well 
for the research performed in this paper.

2 LATENT CLASS ANALYSIS

Latent class analysis (LCA) is a latent variable model in which a categorical latent variable is constructed 
comprising set of discrete, mutually exclusive latent classes. It is described in detail for example from 
Haberman (1979) or Vermunt and Magidson (2004). Th e latent variable is not measured directly but 
indirectly by means of two or more categorical observed variables. LCA is used to divide objects (re-
spondents, individuals) into homogeneous groups (clusters) according to their characteristics, see Collins 
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and Lanza (2010). It is oft en used in questionnaire surveys, where it helps to identify groups of similar 
respondents. For each object, probability of belonging (prevalence) to each latent class is computed. Usu-
ally, the object is assigned to the latent class with the highest prevalence. When performing LCA, there 
is a constriction that all input variables have to be mutually independent.

In LCA, two sets of parameters are estimated – the latent class membership probabilities (preva-
lence), which represent the proportion of the researched population in particular latent class, and the 
item-response probabilities, which express probability of a particular response to an observed variable, 
conditional on latent class membership.

2.1 Model fit and model selection

Th e goodness-of-fi t of an estimated latent class model is usually tested by the likelihood-ratio chi-squared 
statistic which is compared to a critical value of chi-square distribution. To approximate the G2 statis-
tics with the chi-square distribution, it is necessary that each cell of a contingency table has a suffi  cient 
number of cases. Th is situation may not been fulfi lled when there are too many observed variables or 
the observed variables have too many categories compared to the total sample size. One possibility to 
solve such a problem is to estimate p-values with a bootstrapping technique.

Other methods of evaluating model fi t are based on information criteria which penalize models with 
a higher number of parameters. Th e most common information criteria are Akaike information crite-
rion (AIC) and Bayesian information criterion (BIC), see Akaike (1973), Schwartz (1978) or Bozdogan 
(1987). A model with minimum value of AIC or BIC is then selected.

2.2 Classification

When a latent class model is estimated, it can be used for assigning objects to latent classes. Th e classifi -
cation is based on their response pattern and posterior probability of membership in each of the latent 
classes. Th e classifi cation probabilities are obtained using Bayes rule with estimates of prevalence and 
item response probabilities. Th e most common classifi cation rule is modal assignment, which assigns 
each individual to the latent class with the highest posterior probability. Correctness of the classifi cation 
can be measured by the entropy, which is measured on a zero to one scale with a value one indicating 
that the individuals are perfectly classifi ed into latent classes. Generally, higher values indicate better 
classifi cation of objects.

3 CHAID ANALYSIS

Th e Chi Square Automatic Interaction Detection Analysis (CHAID), which was originally introduced by 
Kass (1980), belongs to group of classifi cation methods using unsupervised learning. It provides much 
better results in comparison with not so appropriate methods for response modelling, such as discri-
minant analysis or multiple regression, see Madgison (2006). Th e main aim of the analysis is to fi nd 
a combination of variables, which best explains the outcome of a given dependent variable. Th e main 
output displays relationships among variables in a hierarchical form. CHAID off ers two main fi elds of 
use. Th e fi rst one is to determine relationships among variables; the second one to classify objects into 
classes of dependent variable. It can also be used to fi nd interactions among observed predictors; thus, it 
can serve to improve results of other data analyses (e. g. classifi cation by neural networks). More detailed 
view into the CHAID analysis is well described e.g. in Tuff éry (2011) or in Madgison (1994). CHAID 
analysis has several advantages, especially, it does not impose almost any conditions on data. Th e meth-
od is determined for categorical data primarily; however, continuous variables can be categorized into a 
suitable number of intervals. CHAID visualizes results easily in form of a classifi cation tree. Th e CHAID 
algorithm builds multiple classifi cation trees, in which each node can be further divided into two and 
more nodes. Tree structure allows to reveal interesting interactions among variables.
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3.1 Algorithm

Th e algorithm is performed in three steps. In the fi rst one, each predictor is tested whether all its cat-
egories are signifi cantly diff erent in terms of a dependent variable. If not, these categories are merged 
into so called reduced categories. Th e algorithm continues iteratively until all pairs of categories are 
treated as statistically diff erent and the initial contingency table turns into reduced contingency table. 
In the second step, the algorithm searches for a predictor, which best diff erentiates values of dependent 
variable. Criterion for the selection is an adjusted p-value of chi-square test of independence in a re-
duced contingency table. Th e adjusted p-value takes into account a number of categories of the newly 
reduced predictor (Bonferroni adjustment). Th e predictor with the lowest adjusted p-value is then cho-
sen as a branching variable and each of its categories builds one node of a classifi cation tree. In the fi rst 
two steps, Pearson’s Chi-square test of independence in a contingency table is used. In the third step, 
the fi rst and the second step are recurring until any of the rules for stopping the algorithm is satisfi ed, 
see Kass (1980). Th e rules for stopping are following: fi rst, there is no other predictor, for which an ad-
justed p-value would be lower than a given signifi cance level; second, the maximal number of levels of 
the classifi cation tree was achieved; third, the minimal number of observations cannot be reached in 
any new node. Th ese criteria must be set before the analysis. Th ere are no strict rules for setting these 
parameters. Usually, such a combination of parameters securing suffi  cient interpretation of a classifi ca-
tion tree is selected.

3.2 Evaluation of Classification Results

Classifi cation quality indicators are calculated from a confusion matrix. Rows of this matrix represent 
instances in actual categories, whereas columns correspond to estimated categories by the model. In this 
article, the average probability of correct classifi cation is denoted as p. Average probability is calculated 
as the proportion of well-classifi ed objects to all objects.

4 RESULTS

4.1 First step – latent class analysis on survey questions

LCA was performed on seven bivariate questions concerning ways of search for a new job. People speci-
fi ed whether they search for a new job being registered at the Labor Bureau, through a personal agency, 
by directly contacting a potential employer, getting contacts from acquaintances, answering to adver-
tisements or just browsing through them or by other way. According to information criteria, the most 
suitable model appears to be the model with four latent classes, even though the entropy favors a higher 
number of latent classes (Figure 1).

Table 1 shows parameter estimates, both prevalence and item-response probabilities. Th e latent class 
Typical has the highest prevalence, 0.58. Th at means there is a 58% probability that a given object is 
going to be classifi ed into this class. Because of this high probability, we assume the unemployed peo-
ple in this cluster represent the typical behavior when searching for a job. Th e remaining three classes, 
which have prevalence under 0.20, are to be profi led deeper according to item-response probabili-
ties. In this case, the item-response probabilities express conditional probability of Yes answer to each 
of the surveyed questions under the condition of being in a particular latent class. As the fourth latent 
class (Active) reaches maximal values across all questions, it clearly refers to those who search for a job 
by all possible ways. We can describe the behavior of the unemployed in this latent class as Active. 
On the other side, the third latent class comprises people who only registered at the Labor Bureau and 
some of them ask their acquaintances. Th e unemployed in this cluster can be called Passive. Th e unem-
ployed people in the last latent class are very similar to those in the Typical class; they are very likely 
to ask their acquaintances or contact the potential employer directly, but unlikely to the Typical class, 
they browse less through advertisements and nearly do not respond to them. We will refer to this cluster 
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Figure 1  Information criteria and entropy of the various LCA models

Source: Authors’ computation

of unemployed as to Specifi c. Distribution of respondents into latent classes is following: Typical 69%, 
Active 12%, Specifi c 12%, Passive 7%.
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Table 1  Share of positive answers to job search questions and item-response probabilities

Source: Authors’ computation

Way of a job search
Share of 

unemployed

Latent class

Typical Specifi c Passive Active

Labor Bureau 0.90 0.92 0.82 0.85 0.96
Personal Agency 0.17 0.06 0.19 0.03 0.60
Employer 0.81 0.81 0.98 0.02 0.96
Acquaintances 0.91 0.98 0.80 0.40 0.98
Ads – Active 0.35 0.35 0.02 0.01 0.80
Ads – Passive 0.83 1.00 0.42 0.11 0.99
Other 0.37 0.33 0.26 0.14 0.70
Prevalence 0.58 0.16 0.08 0.18

4.2 Second step – CHAID on latent classes

Th e four latent classes, revealed in LCA, are further examined by CHAID analysis, which is performed in 
two ways. First, it is performed on the same variables which were used for construction of latent classes, 
i.e. according to a method of a job search. Second, as its input serve socio-demographic variables, which 
are described in Table 2.

CHAID analysis based on the fi rst way produces a classifi cation tree which correctly classifi es 98% of 
unemployed persons into one of four defi ned latent classes.4 Th us, the four latent classes can be profi led 

4    Th e model has following setting. Signifi cance level for splitting nodes and merging categories is 0.05, maximal tree depth 
is 5 levels, a minimal number of cases in parent nodes is 80, and a number of cases in child nodes is 40.
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by considering both the information from the classifi cation tree (Figure 2) and item-response prob-
abilities in Table 1. Typical individuals do not use services of personal agencies very much. Th ey usually 
check advertisements and ask people in their surroundings. Th ese statements are true for 95% persons 
in this group (path to node 10). Th e Specifi c individuals do not answer to advertisements and their most 
common way of searching for a job is to contact the potential employer directly (path to node 3). Such 
behavior is characteristic for 80% of persons in this group.

Ads - Passive
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Ads - Active

Other Means

Yes Yes
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Figure 2  Classifi cation tree for CHAID model with seven explanatory variables related to the way of a job search 
                  for classifi cation into four classes
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An important question is why the Specifi c, unlike Typical, do not browse through advertisements and 
do not answer  them. Unfortunately, we are unable to fi nd it out from the data we have available. We can 
assume two basic hypotheses – they do not want to or they cannot. More probable is the second one. 
Th ese people could have such education and skills which can be used only in very specifi c and specialized 
fi elds (pilots, craft  workers …) where it is not usual to use advertisement. It is also possible that they live 
in small towns where searching for a job is based more on direct personal contact than on any mediators.

Th e second approach to CHAID analysis is based on construction of a classifi cation tree with socio-
demographic variables. It leads to more accurate profi les of unemployed people in each of latent classes. 
Due to the fact that the class Typical contains 70% of objects, the classifi cation process of four classes 
is very diffi  cult, because a majority of the unemployed falls very easily into this class. Th erefore, only 
extreme classes Active and Passive, which are easier to diff erentiate, will be taken into account for fur-
ther analysis. 

Following variables were chosen as an input for the second approach of CHAID analysis: Actual eco-
nomic status (labelled Status in the analysis), education, usual economic status (Usual_status), a number 
of persons in the responder’s household (Num_of_Person) and responder’s age interval (Age_interval). 
Values of all the variables are in Table 2.

Table 2  Social-demographic variables and their categories

Source: Authors’ computation

Variables Categories of variables

Status 1 – Is seeking any paid job; 2 – S/he has already found job which will start later.

Education

1 – No education; 2 –  Elementary school; 3 – Secondary school; 4 – High school without leaving exam; 
5 – High school with leaving exam; 6 –  Postsecondary school; 7 – Vocational school of tertiary education 
and conservatory; 8 – University with bachelor degree; 9 – University with master degree; 10 – University 
with doctor degree.

Usual_status – main 
status

1 – On maternity leave; 2 – In education; 3 – On parental leave; 4 – In early retirement; 5 – In regular 
retirement; 6 – In retirement due to full disability; 7 – In retirement due to partial disability; 
8 – Permanently disabled from healthy reasons; 9 –  Works; 10 – Is unemployed; 11 – In the household; 
12 – Other.

Num_of_Person Number of persons (0 – 15).

Age_interval 1 – “0-14“; 2 – “15-19“; 3 – “20-24“; 4 – “25-29“;  5 – “30-34“; 6 – “35-39“;
7 – “40-44“; 8 – “45-49“; 9 – “50-54“; 10 – “55-59“; 11 – “60-64“; 12 – “65+“.

On the fi rst branching level, persons are divided according to the fact whether they have already found 
a job, or they still have not found it, see Figure 3. It explains, why 21% of Passive have negative attitude 
towards searching for a job – they have already found it. On the second branching level, the unemployed 
are divided into three groups according to a level of education. Th e fi rst group consists of persons with 
lower or no education, the second group contains persons with secondary education and the third group 
brings together persons with higher and tertiary education. It is obvious that the higher level of educa-
tion the more active are the unemployed people in searching for a job. On the third level, the group of 
low-educated people is further divided into smaller and bigger households. Th e borders between these 
groups are not accurate; there are visible rather general tendencies. In smaller households, ratios of Active 
and Passive persons are nearly equal, whereas bigger households contain almost 90% of Passive persons. 
Th is is very typical for gipsy families which have a lot of members and that there is a high unemploy-
ment rate in this ethnic group. Th e group of people with the secondary education is divided according to 
a usual status of a person. One group is made of people who are usually unemployed or stay in a house-
hold. Th e ratio of Active persons is 69% in this group. Th e second branch mostly consists of people who 
are in a regular retirement, in a retirement due to partial disability or in retirement due to full disability. 
Th is group is dominated by the passive unemployed.
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DISCUSSION AND CONCLUSION

In the paper, attitudes of Czech unemployed persons towards a job search was analyzed. Latent class 
analysis identifi ed four main attitudes. Besides the Typical attitude (prevalence of 58%), which is char-
acteristic by browsing through advertisements, asking acquaintances and directly contacting potential 
employers, there are groups of Active (18%) and Passive (8%) unemployed. Specifi c class (16%) consists 
of people who take nearly typical attitude but they do not use advertisements. Aft er classifying the re-
sponders into latent classes, we analyzed them further by CHAID analysis where the constructed latent 
variables served as an input. First, we built a classifi cation tree with the same variables which were used 
for the construction of the latent classes. Th is helped us to characterize the attitudes more precisely. We 
found out that 95% of people with Typical attitude browsed through advertisements and asked people 
in their surroundings but did not use services of personal agencies, whereas 80% of Specifi c unemployed 
did not read advertisements but contacted the potential employer directly. Second, we built a classifi ca-
tion tree in which the attitude towards a job search was analyzed by the means of socio-demographic 
variables. Because of high prevalence of the Typical group, which would cause low classifi cation perfor-
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1 2
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Figure 3  Classifi cation tree for a CHAID model with 5 socio-demographic explanatory variables for classifi cation
                   into two classes



ANALYSES

46

mance of a classifi cation tree, we decided to look for socio-demographic diff erences between the two 
extreme attitudes, i.e. Active and Passive unemployed. Th e results showed that Passive attitude towards a 
job search can be found mainly among people with lower education, people living in bigger households 
and retired people.

Further questions arose during performing the analysis in the paper. First, what is the diff erentiating 
factor between the Specifi c and the Typical class. It would be very useful to determine why the unem-
ployed people from the Specifi c group do not use advertisements. Another question is stability of these 
attitudes in time. Next time, we would like to use longitudinal data to perform longitudinal LCA which 
would follow development of latent classes in time. Last but not least is the question how to adjust the 
data where one of the latent classes is prevailing (in our case the Typical) so that the classifi cation per-
formance would not be worse when incorporating this latent class into the analysis. All these questions 
are subjects of our next research.
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