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INTRODUCTION

Th e estimation of the ratio of two population means using multivariate auxiliary characters has been 
widely used in the diff erent fi eld of science and humanities. Th e problem of estimation of ratio of two 
population means using one and multi variate auxiliary characters  with known population means have 
been studied by Hartley and Ross (1954), Singh (1965), Tripathi (1970), Tripathi and Chaturvedi (1979) 
and Khare (1991). But in most of the sample surveys based on mail questionnaire or related to human 
population, we oft en fi nd incomplete information due to the occurrence of non-response. To reduce 
the eff ect of non-response in such situations, Hansen and Hurwitz (1946) fi rst suggested the method 
of sub-sampling on the non-responding group and suggested an unbiased estimator for estimating the 
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1  THE PROPOSED CLASSES OF ESTIMATORS 

Let �
��

 ��	 � 	�� �� and  �
��

 ��	 � 	�� �� � ��� be the non-negative value of  ��� unit of the study characters 
	�	��	 � 	�� �� and the auxiliary characters 
�	��	 � 	�� �� ��� for a population of size � with population 
means ��

�
	��	 � 	���� and ��

�
	��	 � 	�� �� � ���. Let  be the size of the sample drawn from the population 

of size � using simple random sampling without replacement (SRSWOR) scheme of sampling and it 
has been observed that 

�
 units respond and 

�
 units do not respond in the sample of size ‘’. In this 

procedure, the whole population is supposed to be consisting of two non-overlapping strata of �
�

 
responding and �

�
	�� � 	�

�
� non-responding units, though they are not known in advance. The 

stratum weights of responding and non-responding groups are given by �
�
�

	
�
	

	

 and �
�
�

	
�
	

	

 and 
their estimates are respectively given by ��

�
�

�
�

�

 and ��
�
�

�
�

�

. In this problem, we have considered that 
the responding and non-responding units are same for the study and auxiliary characters. Further by 
making extra effort, a subsample of size �	�� 	 

�
	
	���	 � �� from 

�
 non-responding units has been 

drawn by using SRSWOR method of sampling. Now, following Hansen and Hurwitz (1946) technique, 
the unbiased estimator for estimating the population mean using �

�
� �� observations on 

	
�
	��	 � �� ��  characters is given by:  
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and the variance of the estimator 	�
�

� upto the order ��
� is given by: 
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where � � �

	

, �
�
�

	
�

	

, 	�
����

 and 	�
����

�  ��	 � 	�� �� are the sample means of characters 	
�
 based on 

�
 and 

� units and �
�

�� and �
����

��  are the population mean square errors of 	
�
 for the entire population and non-

responding part of the population.  
      Similarly, the estimator 
̅

�

� ��	 � 	�� ���� for estimating the population mean ��
�
 is given by: 
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 Let �� ��
��
�

�

��
�

�

� denotes a conventional estimator for estimating the ratio of two population means 

� ��
��
�

��
�

�. So we have proposed two different classes of estimators for estimating R utilizing the multi-
auxiliary characters with known population means in two different situations. 

population mean by using the information available from responding and non-responding group. Later 
on, using the technique of Hansen and Hurwitz (1946), some estimators for estimating the population 
mean using auxiliary characters with known and unknown population means have been proposed by 
Rao (1986, 1990), Khare and Srivastava (1993, 1995, 1997, 2000), Khare and Sinha (2002, 2009) and 
Singh and Kumar (2009). Toutenberg and Srivastava (1998) have considered the problem of estimating 
the ratio of two population means in sample survey when some observations are missing due to random 
non-response while Khare and Sinha (2004) have proposed classes of estimators for the estimation of 
fi nite population ratio using two phase sampling scheme in presence of non-response. 

In this paper, we have proposed two general classes of estimators using multi-auxiliary characters 
with known population means under diff erent situations of non-response and studied their properties. 
Th e superiority of the proposed classes of estimators has been shown through theoretical and empiri-
cal comparisons. 
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1.1   �������� � ���� known and there are incomplete information on �� ��	 � ����  

 and 	�	�
	 � ���� ��� 

In this case, we observe that �� units respond for �� 	 and ��� �	� � � � �
 in the sample of size � and 
���’s �� � ��	�� ��� are known. We now propose a class of estimators ��  for estimating the ratio of two 
population means ��� using multi-auxiliary characters ��� �	� � � � �
 with their respective known 
population means in presence of non-response as: 
    �� � ������,              (4) 

such that ������ � �
  ������
� � �

�

��
	�������

����
�
�

� �,                      (5) 

where � � ��
�

�

��
�

�

, �� �
�̅
�

�

��
�


 	��	 � 	�� 	� ���, � and � denote the column vectors �����	� � ��
�
 and 

��� �� � ���
 respectively. 

 
1.2   �������� � ���� known and incomplete information on �� ��	 � 	���� but complete  

 information on 	�	�
	 � 	���� ��� available in the sample 
In this case we observe that �� units respond on y1, y2 but there is complete information on 
��� �	� � � � �
 in the sample of size n (see Rao, 1986) and ���’s �� � �� 	�� ��� are known. In such case 
we propose a class of estimators ��� for estimating the ratio of two population means ��� using multi-
auxiliary characters ��� �	� � � � �
 with their known population means in presence of non-response as: 
  ��

�
� ���� �,             (6) 

such that  ������ � �;        ����� �� � �
�

��
���� 

��
����

�
�

� �,        (7) 

where   denotes the column vector �!��!	� � �!
�
and !� �

�̅
�

��
�

� ��	 � 	�� 	� ���.  

The functions ������ and ���� � satisfy the following conditions: 
(i) For any sampling design, whatever be the sample chosen, ����� [or ��� �] assumes value in 

a bounded, closed convex subset "�  [or "��] of the � � � dimensional real space containing the 
point �����. 

(ii) In "�  [or "��], the function ������ [or ���� �] is continuous and bounded. 
(iii) The first and second partial derivatives of ������ [or ���� �] exist and are continuous and 

bounded in "�  [or "��]. 
 Here [���������	�����] and [����� �� �	��� 

�] denote the first partial derivatives of 
������ and ���� � with respect to ���′� and �� 

� respectively. The second partial derivatives 
of ������� ���� � with respect to �′ and   are denoted by �		������ �		��� � and first partial 
derivatives of �	����� and �	��� � with respect to � are denoted by ��	����� and ��	��� �. 
 It may be seen that the bias and mean square error of the estimators ��  and ��� will always exist under 
the regularity conditions imposed on ������ and ���� �. 
 Now expanding ������ and ���� � about the point ����� using Taylor’s series upto second 
partial derivatives and using the condition (5) and (7) we have: 
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The functions ������ and ���� � satisfy the following conditions: 
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where ��
� � � ���� � ��, ��

� ��	���� ��, 
�
� ��	��
 � �� such that, 

 � � �� 	��� 	��� � 
 and 	� and 	� are the �� � �� diagonal matrix having ���  and ���  as their ��� 
diagonal elements. 
 
2  BIAS AND MEAN SQUARE ERROR (MSE) OF � AND �

�  

From (8) and (9), the expressions for bias and mean square error of ��  and ��� for any sampling design 
upto the terms of order ��	�� are given by:  
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      The mean square error of �� 	and ��� will attain their minimum values if: 

 ����	�

� � �	����� ����� ��
�	����� � ����� ��,                  (14) 

and �
��	�
� � �	���
� ���
� ��
�	����� � ����� ��,                                            (15) 

respectively. By putting the value of ����	 �
� from (14) in (11) and ���	�
� from (15) in (13), the 
minimum values of mean square error of �� 	and ��� are given by:  
 

���������� � �������� ���� � ����� ��
����� ����� ��
�	����� � ���� � ��,           (16) 
and 
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� ��.       (17) 

      To derive the expressions for bias mean square error of the proposed estimator �� 	and ��� under 
SRSWOR upto the order ��	��, we assume that:  
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        Here �
�

� and �
����

�  denote the mean square error of !�  for the entire and non-responding part of the 
population. Let &

��
�, &

��

�  are the correlation coefficients between �!� 	 !��� and ��� 	 !�� respectively for the 
entire population and &

��
�
���

, &
�����

�  are the correlation coefficients between �!� 	 !��� and ��� 	 !�� for the 
non-responding group of the population.  
       Hence, the expressions of bias and mean square error of �� 	and ��� upto the terms of order ��	�� 
under SRSWOR method of sampling are given by:  
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Let # � $�
��

�% and #
�
� $�

���
�% are two  �	×	�  positive definite matrix such that: 
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� � � �
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 are the �� � �� diagonal matrix having �
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 and �
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 as their ��� 

diagonal elements. 
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 The conditions for which ������� and ������
�� will attain minimum values are given by: 
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respectively. Substituting the values of ����	�
� and ���	 �
� from (24) and (25) in (19) and (21), we 
obtain the expressions of minimum mean square error of �� 	and ��� as: 
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3  SOME MEMBERS OF THE PROPOSED CLASSES OF ESTIMATORS  
Since so many members of the proposed classes of estimators �� 	and ��� may be possible. So following 
the lines of Khare and Sinha (2009), we have given some members of �� 	and ��� which are denoted by 
[8��, 8��, 8��] and [8

��

� , 8
��

� , 8
��

� ] as: 
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 Here all the estimators discussed from (28) to (33) satisfy the conditions given in (5) and (7) 
accordingly. Hence the estimators [8��, 8��, 8��] and [8

��

� , 8
��

� , 8
��

� ] will attain the minimum mean 
square errors equal to the expressions given in (26) and (27) if their optimum values of the constants are 
calculated by (24) and (25) respectively. Sometimes the values of parameters in the optimum values of 
the constants are not known then one may estimate them on the basis of the sample values or may use 
past data. Reddy (1978) has shown that such values are not only stable overtime and region but also 
don’t affect the mean square error of the estimators upto the terms of order �	� (Srivastava and Jhajj, 
1983). 
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4  COMPARISONS OF EFFICIENCY 

(i) From (26) and (27), we get:  

�����������	
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� � �� �	�
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	� � ��
�

�
���

�� � � 

 and ������� �������
�� � ��

�	�


(
	1

�

	�(	 � �. 

(ii) Whatever be the estimator belonging to the class of estimators �� � ���	��, the minimum 
mean square error will be same as given in (26). Similarly the estimator belonging to the class of 
estimators ��� � ��	

� will also have minimum mean square error as given in (27). 

(iii) On comparing the estimator ��  with �� in terms of precision, we find that  
 ������� � ������� iff: 

 �������� � �����	�

��
1����	 �


�� �� ,
�	�
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�
�
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(���-




����	�

� � �.        (34) 

(iv) Similarly by comparing ��� with respect to �� in terms of precision, we see that �
������

�� � ������� iff: 

 �������� � ,
�	�


- B����	�


��
1� � ��(

C���	�


� � �.                 (35) 

(v) The applicable range for the values of the constants involved in �� 	and ��� for the better 
efficiency of �� 	and ��� with respect to �� can be obtained by (34) and (35). 

(vi) For >� � � i.e. when we have complete information on study characters as well as on the 
auxiliary characters, then under the optimum conditions, the estimators �� 	and ��� are equally 
efficient to the class of estimators proposed by Khare (1991) for �. It shows that all the members 
of �� 	and ��� attain minimum mean square error for one, two or �-auxiliary characters as 
described in (26) and (27) if the conditions (24) and (25) are satisfied respectively. 

(vii) However it is very difficult to observe the nature of relative efficiency (R. E.) of �� 	 with respect 
to ��� for p-auxiliary characters due to the involvement of various parameters in it. But in case of 
one auxiliary character (say	!�) we find that R. E.(	��) with respect to ��� increases for the higher 

values of 
�
��

�

�
��

�
 ,	
�
�����

�

�
��

�
 and for the lower value of 	

�
�����

�

�
�����

�
, failing which ��� will be more efficient than 

�� . So one can have a choice for using ��  or ��� under the different situations. 
 
5  AN EMPIRICAL STUDY 
109 Village / Town / ward wise population of urban area under Police-station – Baria, Tahasil – 
Champua, Orissa, India has been taken under consideration from District Census Handbook, 1981, 
Orissa, published by Govt. of India. The last 25% villages (i.e. 27 villages) have been considered as non-
response group of the population. Here we have taken the study characters and auxiliary characters as 
follows: 

��  :  Number of literate persons in the village, 
��  :  Number of main workers in the village,  
!�  :  Number of non-workers in the village, 
!�  :  Total population of the village and 
!�  :  Number of cultivators in the village. 

For �
�
� �� i.e. when we have complete information on study characters as well as on the 
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For this population, we have: 

��
�

= 145.3028 ��
�

= 165.2661 ��
�

= 259.0826 ��
�

= 485.9174 ��
�

= 100.5505 

�
�

�= 0.7666 �
�

� = 0.6828 �
�

= 0.7645 �
�

 = 0.6590 �
�

 = 0.7314 

�
�

�� = 0.6899 �
�

�� = 0.5769 �
�

� = 0.5429 �
�

�  = 0.4877 �
�

�  = 0.5678 

�
��

� = 0.905 �
��

�  = 0.905 �
��

�  = 0.648 �
��

�  = 0.819 �
��

�  = 0.908 �
��

�  = 0.841 

�
�����

�

 = 0.875 �
�����

�

 = 0.871 �
�����

�

 = 0.382 �
�����

�

 = 0.746 �
�����

�

 = 0.907 �
�����

� = 0.785

�
��

= 0.946 �
��

 = 0.732 �
��

 = 0.801 �
�����

 = 0.905 �
�����

 = 0.488 �
�����

 = 0.654 

  �= 0.816 �
���

 = 0.787   

 The present problem is to estimate the ratio of the two population means i.e. ��� ��
�
	 	��

�
⁄ � using 
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�
 and	


�
. The estimators: 

 �
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��∑ �
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����

�

�

�	�
�, 

and  �
��

�
� �	
��∑ �

��
����

�

�

�	�
�, 

which are the member of the classes of estimator �
�
	and �

�

� respectively have been considered for 
comparing their relative efficiency with respect to	�� . 
 The optimum values of the constants [�

��
 and �

��
] and relative efficiency of �

��
 and �

��

�  with respect 
to �� for the different values of sub-sampling fraction �	 	�⁄  have been given in Table 1. 

DISCUSSION AND CONCLUSION  

It has been observed from Table 1 that the estimators �
��

 and �
��

�  are more efficient than �� for all the 
different values of the sub-sampling fraction ��	 	�⁄ ). The mean square error of  �

��
 and �

��

�  decreases 
as the sub-sampling fraction and the numbers of auxiliary characters increase. It has also been 
observed from the Table 1 that the relative efficiency of �

��
 and �

��

�  increases when numbers of 
auxiliary characters increase. On comparing the relative efficiency of �

��
 and �

��

�  with respect to ��, we 
observe that R. E.(�

��

� ) with respect to �� increases as sub-sampling fraction increases but R. E.(�
��

) 
with respect to �� decreases as sub-sampling fraction increases. This is due to the fact that �	
���� 
decreases at a faster rate than �	
��

��
� as sub-sampling fraction increases. Since �

��
 and �

��

�  are the 
particular members of the proposed classes of estimators 

�
	and 

�

	� respectively, so on the basis of 
theoretical and empirical discussions we may recommend the use of 

�
	and 

�

� in the case of large 
sample surveys.  
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�	= 0.816 �
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