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Abstract

In every corner of quality of the world, the issue of pension system is being addressed. One of the most important 
documents that has offered its evaluation is the Mercer consulting firm and the CFA Institute, in cooperation 
with the Monash Center for Financial Studies. Since Slovakia is not included among the countries that evaluate 
these companies in their study, this paper offers the calculation of the Global Pension Index for Slovakia  
in the year 2020. Based on the data obtained and the grade from A to E, Slovakia is one of the countries 
that are rated by C+ with a total score of 65 points out of 100 as a country with a pension system “that has 
some good features, but also includes major risks and/or shortcomings that should be addressed. Without 
these improvements, its efficacy and/or long-term sustainability can be questioned.” The problems that affect  
the pension index of Slovakia are very low pensions for low-income groups, the level of pension assets  
as a percentage of GDP at the level of 14.35%, the participation in the labour rate at the level of 4.5% for  
the age 65 and over, and low real economic growth.

Keywords

Global pension index, adequacy, sustainability, integrity,  

pensions, Slovakia

JEL code

H55, J21, J26, Q56 

INTRODUCTION
The pension system in the Slovak Republic is based on three pillars. The first one is a pay-as-you-go  
pillar, which is defined benefit and is regulated by Act 461/2003 Coll. on social insurance and  
is administered by the Social Insurance Agency. In the first pillar, policyholders only pay contributions  
to the Social Insurance Agency, and at old age, the Social Insurance Agency will provide them with income 
according to the number of years worked, income during working life, and current pension value, which  
is determined on the basis of the growth of the average wage. The second pillar is partially voluntary and  
is a capitalization scheme representing appreciation in the funds of pension management companies 
under Act 43/2004 Coll. on old-age pension savings. The third pillar is entirely established on a voluntary  
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basis and the conditions of its operation are regulated by Act no. 650/2004 Coll. on supplementary pension 
savings. Its main advantage is the acquisition of a supplementary pension for the employee and the tax 
advantage of the employer, who pays a certain amount of contributions for the employee.

The ever-increasing life expectancy, but also the declining birth rate, can significantly affect  
the stability of pension systems. Changes in capital markets make us to think about investment strategies 
in both the public sector and private pension funds. Therefore, it is essential to follow up strategies for  
the development of pension systems and their quality worldwide. The Organisation for Economic 
Cooperation and Development (OECD) offers every year a detailed overview of the development  
of pension funds in the Global Pension Statistics, (Global Pension Statistics, 2021). The project was 
launched in 2002 by the OECD Working Party on Private Pensions and its Task Force on Pension Statistics.  
The project provides a valuable means to measure and monitor the pension industry. It allows intercountry 
comparisons of current statistics and indicators on key aspects of retirement systems across OECD  
and non-OECD countries.

The Global Pension Index 2020 document of the Mercer company (Mercer, 2020) undoubtedly plays 
a very important role in this area. In the document (formerly known as the Melbourne Mercer Global 
Pension Index) renowned experts have been evaluating adequacy, sustainability, and integrity of retirement 
incomes. Since its inception in 2009, it has expanded to cover 39 systems, which represents almost  
2/3 of the world’s population, using more than 50 indicators, divided into three sub-indices – adequacy, 
sustainability, and integrity. However, Slovakia is not included among these countries. Therefore, we offer 
the determination of the global pension index for Slovakia in compliance with all requirements, which 
are set out in Mercer (2020).

According to the document the overall index value for each system represents the weighted average  
of the three sub-indices as follows: 40% for the adequacy sub-index, 35% for the sustainability sub-index, 
and 25% for the integrity sub-index. The weights determined in this way have been used since 2009, 
when the index was introduced.

The Adequacy sub-index is the most important way to compare different pension systems. The basic 
concept is the net replacement rate. According to Mercer (2020), this sub-index takes into account 
the basic level of income provided by each scheme as well as the net replacement rate at income levels 
ranging from 50% to 150% of the average wage. In 2020, the net replacement rate in Slovakia was 69%, but  
the forecast for the future is that it will gradually decrease (OECD, 2020c).

The Sustainability sub-index involves the old-age dependency ratio, pension age, real economic 
growth over the long-term, level of government debt and public pension expenditure, saving rates,  
and investment returns.

The Integrity sub-index considers the integrity of the overall pension system but with a focus on funded 
schemes, which are normally found in the private sector system. This sub-index includes the quality  
of pension plans and meaningful amount of costs that are associated with determining the amount  
of pensions and with their payment in the long term.

The Mercer company appears to have no competition in setting the Global Pension Index.  Determining 
this index has been their domain for almost 13 years. However, investigation of pension savings and 
insurance is presented in several papers. Berstein and Morales (2021) investigate the role of a longevity 
insurance for defined-contribution pension systems. Hinrichs (2021) offers an overview of pension 
reforms in Europe. Jakubík et al. (2009) analyse the sensitivity for a dynamic stochastic accumulation  
model for optimal pension savings management. Špirková et al. (2019) provide a detailed analysis  
of a payout phase product of the old-age pension savings scheme in Slovakia. Kaščáková et al. (2015) 
analyze the social and economic situation of the older generation in Slovakia.

The paper is organized as follows. Section 1 – Preliminaries provides basic information on the calculation 
of the global pension index 2020. Individual tables for better orientation in the text show the maximum 
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score values and the corresponding weights of individual indicators set out in the original document. 
Section 2 – Determination of score values of individual sub-indices offers the calculation of the score  
of individual indicators and subindices for Slovakia for year 2020. Subsection 2.1 gives score value  
of the adequacy sub-index, subsection 2.2 score value of the sustainability sub-index, and subsection 
2.3 score value of the integrity sub-index. Section 3 – Global pension index of Slovakia offers a complete 
summary of results, score values of individual sub-indices and overall global pension index for Slovakia 
for 2020. Final section summarizes the obtained results.  

1 PRELIMINARIES
The individual indicators that enter into the calculation of the Global Pension Index are marked  
A1–A11 for the adequacy sub-index, S1–S9 for the sustainability sub-index and R1–R5, P1–P7 and 
Costs for the integrity sub-index. In addition, some indicators sometimes have two or more questions, 
and their answers are in some cases assigned different weights. These questions are marked with the 
letters a, b, or a, b, c, d. The indicators are rated on a scale from 0 to 10, some from 0 to 1, 0 to 2, 0 to 5,  
or 0 to 18, respectively. Those indicators that are rated on a scale from 0 to 10 are listed in Tables 1–3 
as 10. Those that are rated on a scale from 0 to 1, 0 to 2, 0 to 5 or 0 to 18, are finally converted to a scale 
of 0 to 10 and are written in the tables in the form 10(1), 10(2), 10(2+1), 10(5) and 10(18), respectively. 
Based on (Mercer, 2020), we present clear tables with individual weights of indicators in a standardized 
form, i.e.,. Mercer (2020) states the weights in the sum of 100%. All relevant scales are situated in Tables 
1–3, where there is a total score of 150 for the adequacy sub-index, 150 for the sustainability sub-index, 
and 260 for the integrity sub-index.

In the rows marked with the letter x, we present the weighted scores of individual indicators  
on a 10-point scale.

Table 1  Indicators of the adequacy sub-index

A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 A11

a 10 10 10 10(2) 10(2+1) 10 10(2) 10(2) 10 10 10(2)

b 10(2) 10 10(2) 10(2)

Normalized weights

a 0.15 0.25 0.05 0.02 0.1 0.1 0.075 0.03 0.05 0.05 0.01

b 0.025 0.05 0.03 0.01

x 1.75 2.5 1.0 0.5 1.0 1.0 0.75 0.3 0.5 0.5 0.2

Total score = 150

Sum of normalized weights = 1                                                                                                              (Mercer, 2020) Sum of weights = 100%

Sub-index value = 10 × ∑ x = 100                                                                                                           (Mercer, 2020) Sub-index value = 100

Source: Author’s work according to Mercer (2020)
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Table 2  Indicators of the sustainability sub-index

Source: Author’s work according to Mercer (2020)

Table 3  Indicators of the integrity sub-index

Source: Author’s work according to Mercer (2020)

S1 S2 S3 S4 S5 S6 S7 S8 S9

a 10 10 10 10 10 10 10(2) 10 10(2)

b 10 10 10 10(2)

c 10

d 10

Normalized weights

a 0.2 0.15 0.05 0.1 0.08 0.05 0.04 0.09 0.01

b 0.05 0.02 0.05 0.01

c 0.05

d 0.05

x 2.0 1.5 2.0 1.0 1.0 1.0 0.5 0.9 0.1

Total score = 150

Sum of normalized weights = 1                                                                                                          (Mercer, 2020) Sum of weights = 100%

Sub-index value = 10 × ∑ x = 100                                                                                                       (Mercer, 2020) Sub-index value = 100

R1 R2 R3 R4 R5 P1 P2 P3 P4 P5 P6 P7 Costs

a 10(2) 10(2) 10(2) 10(2) 10(15) 10 10(2) 10(2) 10(2) 10(2) 10(2) 10(2) 10

b 10(2) 10(2) 10(2) 10(2) 10(2) 10(2) 10(2) 10(5)

c 10(5) 10(2)

d 10(2)

Normalized weights

a 0.025 0.04 0.04 0.025 0.15 0.1 0.05 0.025 0.05 0.025 0.05 0.025 0.05

b 0.05 0.02 0.04 0.025 0.025 0.025 0.025 0.05

c 0.04 0.025

d 0.02

x 0.75 1.0 1.25 0.5 1.5 1.0 0.5 0.5 0.5 0.5 0.75 0.25 1.0

Total score = 240

Sum of normalized weights = 1                                                                                                          (Mercer, 2020) Sum of weights = 100%

Sub-index value = 10 × ∑ x = 100                                                                                                       (Mercer, 2020) Sub-index value = 100
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Section 2 provides answers to the individual questions that were set out in the original document, 
our comments on the individual indicators and their score regarding the conditions of Slovakia for 2020.

2 DETERMINATION OF SCORE VALUES OF INDIVIDUAL SUB-INDICES
In this section, we list all the questions and indicators. Moreover, we answer individual questions  
and assign them score. Finally, they are summarized in Section 3, Tables 6–8.

2.1 The adequacy sub-index
“The adequacy sub-index considers the benefits provided to the poor and a range of income earners  
as well as several design features and characteristics which enhance the efficacy of the overall retirement 
income system. The net household saving rate, the level of household debt and the home ownership 
rate are also included representing non-pension savings and, as such, important indicators of financial 
security during retirement“ (Mercer, 2020: 47).

Question A1
A1a  What is the minimum pension, as a percentage of the average wage, that a single-aged person will 

receive?
A1b  How is the minimum pension increased or adjusted over time? Are these increases or adjustments 

made on a regular basis?
Publication (Mercer, 2020: 48) states that “an important objective of any retirement income system 

is to provide a minimum pension to the aged poor. In terms of the World Bank’s recommended multi-
pillar system, it represents the non-contributory basic pension or Pillar 0, which provides a minimum 
level of income for all aged citizens. Eligibility for this minimum pension requires no period in the paid  
workforce, but will often require a minimum period of residency. This question also considers how  
the minimum pension is increased or adjusted over time”. 

“For the first part of this question (A1a) “a minimum pension below 30% will score less than  
the maximum value of 10, with a zero score if the pension is 10% or less of the average earnings, since 
such a pension offers very limited income provision” (Mercer, 2020: 48).

If a person in the SR is not insured at all in the Social Insurance Agency (or in any other EU country  
or other countries with which the Slovak Republic has concluded relevant social security contracts) during 
his active working life until he reaches retirement age, he will not be entitled to any pension from the 
Social Insurance Agency. In such rare cases, the citizen may profit from another state social benefit, which  
is not within the competence of the Social Insurance Agency and therefore cannot be considered a pension. 
A senior who has not been entitled to the payment of a retirement pension and has no other income  
is entitled to a benefit in material need according to § 10 par. 2 letter a) of the Act on Assistance in Material 
Needs. The highest amount of assistance in material needs for an individual if the conditions stipulated 
by law are met is 198.60 € per month. Based on this fact, we can give 0 points to the sub-question A1a.

The valorisation of pensions in Slovakia takes place regularly in accordance with § 82 of the Increment 
Pension Benefits Act 461/2003 Coll. on Social Insurance (Social Insurance Act., 2021a), therefore,  
we give the sub-question A1b 1.5 points for increases granted on a regular basis related to price inflation.

Question A2
What is the net pension replacement rate for a range of income earners? 

“The OECD (2012) calculates on page 161 net pension replacement rates for a single person at a range 
of income levels (revalued with earnings growth) throughout his/her working career.  These calculations 
assume no promotion of the individual throughout his/her career, in other words, the individual earns 
a particular percentage of average earnings throughout. To recognise that a range of income levels exist 
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in practice, we have used the net replacement rates at three income levels: namely 50%, 100% and 150% 
of average earnings. Net replacement rates at these three levels are given weightings of 30%, 60% and 
10%, respectively, which recognises that there are more individuals who earn less than the average wage 
than above it“ (Mercer, 2020: 49).

On the basis of the OECD (2019: 157) the data for Slovakia are published in Table 4.

Table 4  Net pension replacement rates by earnings (in %)

Source: Author’s work according to OECD (2019)

Half of the average
wage

The average
wage

1.5 times the average
wage Weighted average

SR 2019 71.7 65.1 63.3 66.9

“The maximum score for this indicator is obtained for any country with a result between 70%  
and 100%.  Any score outside this range scores less than the maximum with a zero score being obtained 
for a result of less than 20%” (Mercer, 2020: 50).

The net pension replacement rate by earnings for Slovakia is 66.9 % and its score corresponds  
to 9.38 points. 

Question A3
A3a What is the net household saving rate in the country?
A3b What is the level of household debt in the country, expressed as a percentage of GDP?

“The living standards of the elderly will depend on the benefits arising from the total pension system, 
as well as the level of household savings outside the pension system” (Mercer, 2020: 51). 

Based on data from the OECD (2020b), we found that the household savings rate in Slovakia was 5.16%. 
“A maximum score is obtained for any country with a saving rate of 20% or higher, and a zero score 

for any country with a saving rate of less than minus 5%” (Mercer, 2020: 51). For 5.16% we can give 
Slovakia 4.06 points.

The level of household debt represents the financial liabilities that households must pay back  
in the future. According to OECD (2020a) the level of household debt in Slovakia represented almost 
49.49% of GDP in 2020. “A maximum score is obtained for any country with zero household debt, and 
a zero score for any country with household debt of 130 percent of GDP or higher” (Mercer, 2020: 51). 
This means that we award to Slovakia 6.19 points.

Question A4
A4a  Are voluntary member contributions made by a median- income earner to a funded pension plan 

treated by the tax system more favourably than similar savings in a bank account?
A4b  Is the investment income earned by pension plans exempt from tax in the pre-retirement and/or 

post-retirement periods?
The amount of total retirement benefits that a retired individual receives depends on both compulsory 

contributions and voluntary contributions, the amount of which is often significantly affected  
by the existence of a taxation incentives. Investment returns are considered a critical aspect  
of the adequacy sub-index, as they often have a more significant impact on the final amount of benefits 
than the contributions themselves. 

In Slovakia, it is possible to voluntarily save for retirement through pension companies within  
the second pillar (5 companies) and third pillar (4 companies). There is a potential tax relief, which 
depends on the amount of the contribution. Participation in the third pillar allows participants to reduce 
their tax base by 180 €. The management fee is slightly lower here, i.e., 0.3% for the second and 0.9% 
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for the third pillar (MLSAaF SR, 2021a). For these reasons, we give the sub-question A4a 2 points. All 
contributions paid are included in the payment of pensions and the difference, i.e., yield, is taxed at a 19% 
interest rate of tax according to § 43 par. 3 letter e) of Act 595/2003 Coll. Income Tax (2021). Although 
there are benefits to savings in pension companies, in particular, a tax concession, the yield is not exempt 
from tax. Therefore, the score for the second sub-question A4b is 0 points.

Question A5
A5a  Is there a minimum access age to receive benefits from private pension plans (except for death, 

invalidity, and/or cases of significant financial hardship)? 
A5b  If so, what is the current age?

The free availability of invested funds in the stages before retirement age reduces the effectiveness  
of these funds, as it leads to a reduction in their assets and can thus adversely affect the amount of pension 
income paid by pension companies.

Two points are awarded for answering the first question in the affirmative. If earlier availability is only 
allowed in certain situations, 1 point is awarded. In other cases, the number of points is zero.

The second part of the question then concerns only those countries that received two points from  
the previous question. Zero to one point is added to countries where the age limit is between 55 and 60 years.  
The maximum score, 1 point, is reached if the minimum age for participants in the availability  
of funds is 60 years (Mercer, 2020: 53).

We obtained the required information from the website of the Social Insurance Agency, (2021a). 
Under the second pillar, the old-age pension can be paid to the saver at the earliest from the first day  
of the calendar month in which the saver has reached retirement age. Early selection is not possible,  
so we awarded 2 points for question A5a. For a full pay-out, the participant must be 62 years old, so we 
awarded 1 point for question A5b. Finally, we award these questions a total of 10 points.

Question A6
A6a  What proportion, if any, of the retirement benefit from the private pension arrangements is required 

to be taken as an income stream?
A6b  Are there any tax incentives that exist, or favourable conversion rates, to encourage the taking up 

of income streams?
“The primary objective of a private pension system should be to provide income during retirement. 

This indicator focuses on whether there are any requirements in the system for at least part of the benefit 
to be taken as an income stream, or if there are any tax incentives to encourage the take-up of income 
streams. For the first question, a maximum score is achieved where between 60% and 80% of the benefit 
is required to be converted into an income stream. A percentage above 80% reduces the flexibility that 
many retirees need, whilst an answer below 60% is not converting a sufficient proportion of the benefit 
into an income stream. A percentage below 30% results in a score of zero. For the second question, 
where there is no requirement for an income stream, half the maximum score could be achieved where 
significant tax incentives exist to encourage income streams” (Mercer, 2020: 53).

The total amount of contributions for old-age insurance in Slovakia, i.e., until the first and the second 
pillar, is 18% of the assessment base. Of which in 2020, the contribution to the first pillar represented  
13% and to the second pillar 5% (MLSAaF SR, 2021d). 

The forms of pension payment from the second pillar are: life annuity, temporary pension  
or programmed withdrawal. Programmed withdrawal from the 2nd pillar can also be transferred  
by a one-off withdrawal of the total amount saved. The only condition for the programmed withdrawal 
is that the sum of the amounts of pension benefits paid to the saver will be higher than the reference 
amount. In 2020, the reference amount was set at 464.60 € (The Social Insurance Agency, 2021d).  
So, according to Mercer (2020: 53) the sub-question A6a achieved a rating of 0 points.
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“If it is not necessary for some part of the benefit to be covered in the form of an annuity, but are 
offered, for example, incentive tax relief for annuity income, these countries can receive up to 5 points” 
(Mercer, 2020: 53). Based on data published by MLSAaF SR (2021b) and the Social Insurance Agency 
(2021a) we found that tax incentives or favourable conversion rates for income streams, are not available 
in Slovakia. Therefore, we awarded the A6b sub-question 0 points.

Question A7
A7a  On resignation from employment, are plan members normally entitled to the full vesting of their 

accrued benefit?
A7b  After resignation, is the value of the member’s accrued benefit normally maintained in real terms 

(either by inflation- linked indexation or through market investment returns)?
A7c  Can a member’s benefit entitlements normally be transferred to another private pension plan  

on the member’s resignation from an employer?
“Each question was evaluated with a score of 2 for “yes”, 0 for “no” and between 0.5 and 1.5 if it was 

applied in some cases. The actual score depended on the actual circumstances” (Mercer, 2020: 54).
The authors of the index assumed the existence of Occupational funds in the pension systems  

of the surveyed countries. Although there are no employee funds in Slovakia, and the given indicator 
does not fit into the Slovak environment, the questions are set in a sufficiently general way that they  
can be applied to all pension systems.

We found the answers to the research (MLSAaF SR, 2021d) dedicated to the third pension pillar.
Within the framework of old-age pension savings, it is not possible to cancel the contract and withdraw 

money early. Therefore, we give the A7a sub-indicator a rating of 2 points.
After resignation, the value of the member’s accrued benefit is normally maintained in real terms. 

Based on this, sub-indicator A7b received a rating of 2 points.
Since 2013, when the amendment to the Supplementary Pension Savings Act was approved,  

the participant is allowed a free transfer between individual pension companies after one year from  
the conclusion of the contract, therefore the A7c sub-indicator received a rating of 2 points.

Question A8
Upon a couple’s divorce or separation, are the individuals’ accrued pension assets normally taken into 
account in the overall division of assets?

“The adequacy of an individual’s retirement income can be disrupted by a divorce or separation. It is 
desirable that, upon a divorce or separation, the pension benefits that have accrued during the marriage 
be considered as part of the overall division of assets. The question was assessed on a three-point scale 
with a score of 2 for ‘yes’, 1 if it was applied in some cases and 0 for ‘no’” (Mercer, 2020: 55).

According to §150 of the Civil Code 40/1964 Coll. each spouse is entitled to demand that he be 
reimbursed for what has been spent on the partner’s other property. Therefore, if the payments to the pillars 
were made from common funds, the other partner has the right to settle these investments according 
to the cited legal resolution. We can state that the cash invested in the funds are the subject of divorce 
proceedings and we assign a rating of 2 points to the indicator A8. 

Question A9
What is the level of home ownership in the country?

“In addition to regular income, home ownership represents an important factor affecting financial 
security during retirement. A maximum feasible level is considered to be 90%. Hence a home ownership 
level of 90% or more scores maximum results whilst a level of 20% or less scores zero” (Mercer, 2020: 55). 

According to the Eurostat database (2020), the share of Slovak citizens owning dwellings was 92.3%, 
which represents a score of 10 points.
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Question A10
What is the proportion of total pension assets invested in growth assets?

Hinz et al. (2010) state that an international comparison of pension fund returns may not be of sufficient 
informative value, there is no single and available way of allocating active income that is suitable for all 
fund’s participants.

“A zero percentage in growth assets highlights the benefit of security for members, but without  
the benefits of diversification and the potential for higher returns. No exposure to growth assets scores  
2.5 out of 10. This score increases to the maximum score of 10 as the proportion in growth assets 
increases to 45% of all assets. If the proportion in growth assets exceeds 65% the score is reduced to reflect  
the higher level of risk and volatility” (Mercer, 2020: 56).

In 2020, the share of equity funds was 13.7% and index funds 16.4% of total assets managed  
by pension management companies (MLSAaF SR, 2021c). Their common – 30.1% share represents a rating  
of 7.02 points on a 10-point scale.

Question A11
A11a  Is it a requirement that an individual continues to accrue their retirement benefit in a private pension 

plan when they receive income support such as a disability pension or paid maternity leave?
A11b  Does your system provide any additional contributions or benefits for parents who are caring  

for young children whilst the parent is not in the paid workforce?
“These questions were assessed on a three-point scale with a score of 2 for ‘yes’, 1 if contributions are 

paid in some cases and 0 for ‘no’” (Mercer, 2020: 57).
An unemployed person can use voluntary pension insurance in the Social Insurance Agency.  

The period of voluntary insurance, when the voluntarily insured person pays the premiums properly 
and on time, is valued as the period of insurance when assessing entitlement to benefits from the Social 
Insurance Agency (2021d). Under the second pillar, the insured person does not have to continue  
to contribute to the fund in the event of loss of employment. In the case of supplementary pension savings, 
the insured has the right to interrupt, without any sanctions, because there is no state contribution.  
In the case of the first sub-question A11a, the score is equal to one.

During both maternity and parental leave, the state pays pension insurance premiums for the parents 
(Social Insurance Agency, 2021b). For this reason, the second sub-question A11b is rated 2 points.

2.2 The sustainability sub-index
The sustainability sub-index includes several indicators that should ensure the long-term stability of pension 
systems. These indicators focus on the economic importance of private pension funds, life expectancy 
in retirement now and in the future, the workforce of the elderly population, the current state of public 
expenditure on pensions and government debt, and real economic growth.

Question S1
What proportion of the working-age population are members of private pension plans?

Saving in private pension companies ensures the stability of the pension system, as it relieves state 
spending. Therefore, it is important that the proportion of the working-age population on private schemes 
is as high as possible.

The publication (Pensions at a Glance, 2019: 116) states that overall participation in funded pensions  
by type of plan, 2017 or latest available year as a percentage of the working-age population is approximately 
38%. However, in Slovakia, this value has risen sharply in recent years. MLSAaF SR (2021d) states, that 
the number of savers as of 31 December 2020 was in the second pillar of 1 626 177 savers and in the third 
pillar 861 344 savers. The number of economically active inhabitants in 2020 was 2 712 700 (Working 
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age population, 2021). Thus, the proportion of the working age population for the second pillar is 60% 
and for the third pillar 32%. Tatra Bank (2021) states that about 60 to 68% of Slovaks save or declare 
that they save for retirement.  Since some savers may be in the second, but also in the third pillar,  
we assume that the proportion of the working-age population is 64%. According to Mercer (2020: 59), based  
on the conversion from the interval (15–80)%, we allocate to the S1-Coverage Indicator a value of 7.54.

Question S2
What is the level of pension assets, expressed as a percentage of GDP, held in private pension arrangements, 
public pension reserve funds, protected book reserves, and pension insurance contracts? 

The indicator S2 – Level of Assets is important for the stable payment of pensions in the future.
By using data from the Gross Domestic Product (2021) and Private pension assets Slovakia (2020), 

we obtain the level of pension assets as a percentage of GDP at the level of:

                                                              .                                                                     
 

13 137.18 mil €
100 % 14.35 %

91 555.5 mil €
� �

According to Mercer (2020: 60) conversion from interval (0–175)% to a 10-point scale gives  
to indicator S2 a value of 0.82.

Question S3 
S3a  What is the current life expectancy at the state pension age? 
S3b  What is the projected life expectancy at the expected state pension age in 2050? 
S3c  What is the projected old age dependency ratio in 2050? 
S3d  What is the estimated Total Fertility Rate (TFR) for 2015–2020? 

We gradually answer individual questions to determine the indicator S3 – Life Expectancy at State 
Pension Age.

Life expectancy, according to (Statistical Office SR, 2021a), for a 63-year-old person (unisex)  
is 18.4 years and thus, according to Mercer (2020: 61) based on the scale from (28–18) years to 10-point 
scale, a value of 10.

Based on data from (Eurostat, 2021b) the projected life expectancy for 65-year-old person is 21.55 years. 
The projected life expectancy for men is 19.7 and for women 23.4 year. In our calculation, we used a simple 
arithmetic mean of these values for simplicity. Within the same scale, a value of 6.45 is assigned for S3b.

The old age dependency ratio is given by:

population age 65+
Old age dependency ratio  100 % . 

population 15–64
� �

The Eurostat database indicates the value of old age dependency ratio 51.4% and thus we assign, within 
the same scale, a score of 4.65 to S3c.

We determined the total fertility rate for Slovakia as the average value for the period 2015–2020. It is 
at the level of 1.50, so we will assign using the same scale the value 3.34 to S3d.

Question S4
What is the level of mandatory contributions that are set aside for retirement benefits (i.e., funded), 
expressed as a percentage of wages?

These include mandatory employer and/or employee contributions towards funded public benefits 
(i.e., social security) and/or private retirement benefits.
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The Act 43/2004 Coll. in the old age pension scheme (2021), Article 22, item (e), states: “The rate 
 of mandatory contributions shall be in 2020, 5% of the assessment base”. Thus, according to Mercer 
(2020: 63) by transforming the scale (0–12)% to a 10-point scale, the value 4.17 is assigned to indicator 
S4 – Funded Mandatory Contributions.

Question S5
S5a What is the labour force participation rate for those aged 55-64?
S5b What is the labour force participation rate for those aged 65 or over?

Based on data from the International Labour Organization (2020) the labour force participation rate 
for ages 55–64 is 61.3%. According to Mercer (2020: 64) by scaling from (40–80)% to 10 points, we assign 
for indicator S5a – Labour Force Participation Rate aged 55–64, score 5.33.  

For ages 65 and over, the participation in the labour rate is at the level of 4.5% and the assigned score 
for S5b, when applying the same scale, is 1.5.

Question S6
S6a  What is the level of adjusted government debt (being the gross public debt reduced by the size of any 

sovereign wealth funds that are not set aside for future pension liabilities), expressed as a percentage 
of GDP?

S6b  What is the level of public expenditures on pensions expressed as a percentage of GDP, averaged 
over the latest available figure and the projected figure for 2050?

According to Eurostat (2021b) the level of adjusted government debt as a percentage of GDP  
is on the level of 60.7%. Mercer (2020: 65) states: “A maximum score was achieved for countries with 
a zero or negative level of adjusted government debt, with a zero score for countries with an adjusted 
government debt of 150% of GDP or higher.” Based on the scale of GDP to 10-point scale, we give a value 
5.98 for indicator S6a – Adjusted Government Debt. 

The International Labour Organization (2020a) states that the level of public expenditures on pensions 
is for year 2020 on the level of 8.3%, and for 2050 on the level of 8.8% of GDP. Hence, the average is 8.56%. 
Based on Mercer (2020: 65): “A maximum score was achieved for systems with public pension costs of 2% 
of GDP or less, with a zero score for systems with costs of 16% of GDP or higher.” Therefore, by scaling 
from (16–2)% of GDP to a 10-point scale, score 5.32 is assigned to indicator S6b – Public cost of pensions.

Question S7
S7a  In respect of private pension arrangements, are older employees able to access part of their retirement 

savings or pension and continue working (e.g., part time)? 
S7b  If yes, can employees continue to contribute and accrue benefits at an appropriate rate?

Older employees can receive a pension and can also work in addition to receiving a pension, so we 
assign a score of 2 to sub-indicator S7a, and thus assign a value of 10.

A pensioner can work and also receive a pension from the first pillar, but he can still have his funds 
valued in the second and third pillar. This means that we assign a maximum score of 2 to the sub-indicator 
S7b and we give a value of score 10.

Question S8
What is the real economic growth rate averaged over seven years (namely the last four years and projected 
for the next three years)?

The real economic growth rate shows the rate of change in a country’s GDP, typically from one year  
to the next. The real GDP growth rate is a more useful measure than the nominal GDP growth rate 
because it considers the effect of inflation on economic data.
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The average of the real economic growth rate averaged over seven years (2017–2023), International 
Monetary Fund (2021b) is on the level of 2.22%, i.e., and based on the scale from (–1.0–5.0)% to 10-point 
scale, we set indicator S8 – Real Economic Growth to a value of score 5.37.

Question S9
Is it a requirement for the pension plan’s trustees/executives/fiduciaries to consider Environmental, Social 
and Governance (ESG) issues in developing their investment policies or strategies?

According to Directive (EU) 2016/2341 of the European Parliament and of the Council of 14 December 
2016 on the activities and supervision of institutions for occupational retirement provision (2021), member 
states should require institutions for occupational retirement provision to disclose information on whether 
environmental, social, and management factors are taken into account in investment decisions and how 
they form part of their risk management system. The countries of the European Union must transpose 
these new rules into their national law by 13 January 2019 (European Commission, 2021). Therefore,  
we assign 2 points from the maximum score to this question.

2.3 The integrity sub-index
“The integrity sub-index considers three broad areas of the pension system: regulation and governance, 
protection and communication for members and operating costs” (Mercer, 2020: 69).

2.3.1 Regulation and governance
Question R1
R1a  Do private sector pension plans need regulatory approval or supervision to operate? 
R1b  Is a private pension plan required to be a separate legal entity from the employer?

Act 43/2004 Coll. on old-age pension savings, §47 states that a pension fund management company 
is a joint-stock company with its registered office in the Slovak Republic, the subject of which  
is the creation and administration of pension funds for the implementation of old-age pension savings. 
The National Bank of Slovakia grants the permission to establish and operate a pension fund management 
company is granted by the National Bank of Slovakia, which subsequently supervises pursuant to §113.

Act 650/2004 Coll. in the Supplementary Pension Scheme, §22 states that a supplementary pension 
company is a joint stock company with its registered office in the Slovak Republic, the subject of which  
is the creation and administration of supplementary pension funds for the purpose of supplementary 
pension savings. The National Bank of Slovakia grants the permission to establish and operate  
a supplementary pension company, which subsequently supervises pursuant to §69.

Neither pension management companies nor supplementary pension companies can be dependent 
on the employer. We give a maximum score of 2 points for each question.

Question R2
R2a  Are private sector pension plans required to submit a written report in a prescribed format  

to a regulator each year? 
R2b  Does the regulator make industry data available from the submitted forms on a regular basis? 
R2c  How actively does the regulator discharge its supervisory responsibilities? Please rank on a scale 

of 1 to 5.
In Act 43/2004 Coll. in old-age pension savings, Article 109 states that the pension fund management 

company is obliged to submit to the National Bank of Slovakia no later than three months after the end  
of the accounting period an annual report on equity management for the previous calendar year, 
alsoannual reports on the management of assets in managed pension funds for the previous calendar 
year. In Act 650/2004 Coll., Section 67 stipulates the same information obligations of a supplementary 
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pension company towards the National Bank of Slovakia. The National Bank of Slovakia requires 
regular sending of information from pension companies, their annual, half-yearly, and quarterly 
activity reports, collects data on the volume of assets and investments, regularly publishes summary 
statistics and information on the development of individual funds, performs remote and on-site 
supervision. We give a maximum score of 2 points for the first two questions. We give a score of 
4 points to the last question according to supervisory responsibilities scaling system (Mercer,  
2020: 71).

Question R3
R3a  Where assets exist, are the private pension plan’s trustees/executives/fiduciaries required to prepare 

an investment policy? 
R3b  Are the private pension plan’s trustees/executives/ fiduciaries required to prepare a risk management 

policy? 
R3c  Are the private pension plan’s trustees/executives/ fiduciaries required to prepare a conflicts  

of interest policy? 
R3d  Are the private pension plan’s trustees/executives/ fiduciaries required to have: 

– one or more independent members included in the governing body?
– equal member and employer representation on the governing body?
The second chapter of the sixth part of the Act 43/2004 Coll. deals with the investment of assets  

in pension funds and defines, inter alia, in §81 assets in a pension fund, in §82 the rules for limiting 
and distributing risk for a pension fund, in §85 the strategic location of pension fund investments.  
The second chapter of the fifth part of the Act deals with the conditions of operation of a pension 
management company, §53 sets out the rules of prudential business of a pension management company, 
§55a defines risk management and measurement, §58 conflicts of interest. The answers to all four questions 
are explained in the same way in the individual paragraphs in Act 650/2004 Coll. We give a maximum 
score of 2 points for all four questions.

Question R4
R4a  Do the private pension plan’s trustees/executives/ fiduciaries have to satisfy any personal requirements 

set by the regulator? 
R4b  Are the financial accounts of private pension plans (or equivalent) required to be audited annually 

by a recognised professional?
The information obligation of pension management companies to the National Bank of Slovakia  

is enshrined in Act 43/2004 Coll., §109. Regular audits are enshrined in §56, which concerns bookkeeping. 
It is stated that the financial statements of the pension fund management company and the pension 
fund are stated to be audited by an auditor or an audit company and approved by the general meeting  
of the pension management company. The pension fund management company is required to notify  
the name of the auditor in writing to the National Bank of Slovakia, which is entitled to reject the auditor 
within the specified period. Subsequently, the pension fund management company is obliged to notify 
the new auditor in writing, and the National Bank of Slovakia is entitled to reject the auditor, and then 
determine which auditor verifies the financial statements of the pension fund management company  
and the pension fund. The answers to both questions are explained in Act 650/2004 Coll. in §30 and §67. 
We give a maximum score of 2 points for each question.

Question R5
R5a  What is the government’s capacity to effectively formulate and implement sound policies and  

to promote private sector development? 
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R5b  What respect do citizens and the state have for the institutions that govern economic and social 
interactions among them? 

R5c  How free are the country’s citizens to express their views? What is the likelihood of political instability 
or politically motivated violence?

Every year, the World Bank compiles a Global Governance Indicator, which consists of 6 parts: 
Government Effectiveness, Regulatory Quality, Rule of Low, Control of Corruption, Voice and 
Accountability, Political Stability and Absence of Violence/Terrorism. Values for individual parts range 
from –2.5 to +2.5. After adding up all the values, a value of 3 is added to the total indicator to avoid 
negative values of the indicator.

According to the World Bank (2019), Slovakia received the value of the Worldwide Governance 
Indicator 3.88 (0.59 for Government Effectiveness, 1.01 for Regulatory Quality, 0.53 for Rule of Low,  
0.22 for Control of Corruption, 0.86 for Voice and Accountability, 0.67 for Political Stability and Absence  
of Violence/Terrorism). We give a score of 6.88 (3.88 + 3) out of the maximum possible value of 15 (Mercer,  
2020: 73).

2.3.2 Protection and communication for members
Question P1
For defined benefit schemes: 
P1a Are there minimum funding requirements? 
P1b What is the period over which any deficit or shortfall is normally funded? 
P1c Describe the major features of the funding requirements. 

For defined contribution schemes, are the assets required to fully meet the members’ accounts?
The pension system in Slovakia uses both defined benefit and defined contribution types of funds. The 

investment rules are clearly set out in Act 43/2004 Coll., Part Six, starting with Section 60, and Section 80 
state that the National bank of Slovakia sets out the definition of own funds that a company is required 
to comply with. The law does not set the maximum possible time for managing the deficit. However, 
according to the law, due to the nature of the funds, liabilities must be covered by real resources. Within 
the defined benefit fund, the maximum score of 5 points was awarded when the funding requirements 
were confronted with actuarial methods and the deficit could not last longer than 4 years. In our case, 
we award half points, i.e., 2.5 points. 

In Act 650/2004 Coll., the investment rules are stated in §53 and the adequacy of own resources in §33. 
Strict demands are placed on the management of companies’ assets; therefore, we give the full number 
of points, 5 points within the defined contribution fund, thus 7.5 points together. 

Question P2 
Are there any limits on the level of in-house assets held by a private sector pension plan? If yes, what 
are they?

The question is mainly focused on the independence of employee funds, which is not common  
in Slovakia. However, for both types of pension savings under the mentioned acts, it is stated that 
investments in other funds may not be transferred. If the country’s pension system does not include 
employee funds but meets the share of the so-called in-house assets in private pension funds,  
the maximum number of points is awarded. Therefore, we can award the maximum number of points 
for the question, i.e., 2 points.

Question P3 
P3a  Are the members’ accrued benefits provided with any protection or reimbursement from an act  

of fraud or mismanagement within the fund? 
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P3b  In the case of employer insolvency (or bankruptcy), do any unpaid employer contributions receive 
priority over payments to other creditors, and/or are members’ accrued benefits protected against 
claims of creditors?

According to Act 43/2004 Coll., §113, the National Bank of Slovakia has supervision over pension 
funds in Slovakia, which is obliged to protect the interests of consumers when exercising supervision. 
Assets in the pension fund are not part of the bankruptcy estate of the pension management company, nor 
may they be used to settle with the creditors of the pension management company. A new management 
company is designated to manage the funds.

The second level of supervision is represented by the depositary, i.e., the bank that is not property-
related to the given fund. According to Section 104, assets in pension funds which are entrusted  
to the depositary in accordance with the provisions of this Act may not be the subject of enforcement  
of a decision or execution against the depositary, subject to enforcement of the depositary, and are not 
part of the bankruptcy estate. In the event of the bankruptcy of the depositary, the owners will not lose 
their funds, because the depositary does not own the funds. 

For each question we award the maximum number of points, i.e., 2 points for each question.

Question P4 
When joining the pension plan, are new members required to receive information about the pension plan?

According to Act 43/2004 Coll., §64, which deals with the old-age pension savings contract,  
the pension fund management company is obliged to inform the person interested in concluding an old-age  
pension savings contract before concluding the old-age pension savings contract with key information, 
sufficiently in advance, the statute of the pension fund, with a report on the management of the assets  
of each pension fund created and managed by the pension fund management company and with a report 
on the management of the pension management company.

According to Act 650/2004 Coll., §57 before concluding the participation contract, the supplementary 
pension company is obliged to inform the potential participant about the status of the supplementary 
pension fund, with key information, on how to take into account environmental factors including climatic, 
social, organizational and management factors and on the possibilities of obtaining further information. 
For the question, we award the maximum number of points, i.e., 2 points.

Question P5
P5a Are plan members required to receive or have access to the annual report from the pension plan? 
P5b Is the annual report required to show: 

– the allocation of the plan’s assets to major asset classes? 
– the major investments of the plan?
Act 43/2004 Coll., §105 lists all the requirements that the pension fund management company  

is obliged to make available to savers in the annual report on the management of its own assets and  
the annual reports on the management of assets in pension funds. In Act 650/2004 Coll., §65, analogous 
information is given regarding the obligation to inform savers about the annual reports of the funds, 
which also contain information on the allocation of assets and investments of the company. For both 
questions, we give 2 points for each question.

Questions P6 
P6a  Are plan members required to receive an annual statement of their current personal benefits from 

the plan? 
P6b  Is this annual statement to individual members required to show any projection of the member’s 

possible retirement benefits?
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According to Act 43/2004 Coll., §108, the Pension fund management company is obliged to send  
a statement from the saver’s personal pension account on the last day of the calendar year.

The statement shall include, inter alia, the saver’s retirement age or the estimated retirement age  
of the saver, the amount corresponding to the current value of the saver’s personal pension account  
at the end of the calendar year, information on the saver’s contributions  to his personal pension account 
during the last 12 months, on the amount of appreciation of the saver’s personal pension account  
at the end of the calendar year, information on remuneration, costs and fees due to the saver, information 
on the retirement age pension forecast, which includes the baseline scenario, the optimistic scenario  
and the pessimistic scenario based on possible economic scenarios if the saver is not a beneficiary  
old-age pension or early retirement pension paid by program selection. The same obligations are set out 
in Act 650/2004 Coll., §66 item a.

The models of personal account statements and statements in supplementary pension savings are 
set out in Measure of the MLSAaF SR (2021). For both questions we give a maximum 2 points for each  
question.

Question P7 
Do plan members have access to a complaints tribunal which is independent from the pension plan?

The mentioned acts contain specific information on complaints, a citizen can file a complaint within 
the framework of financial consumer protection with the National Bank of Slovakia, which is the financial 
market supervisory authority. 

According to Act 43/2004 Coll., §114, the subject of supervision is not, however, the resolution  
of disputes arising from the contractual relations of a pension management company, the hearing  
and decision-making of which is regulated by the competent court or other body according to a special 
regulation. If the National Bank of Slovakia finds a violation of consumer rights, it may impose sanctions 
on a financial institution, see §115. Analogously, Act 650/2004 Coll. deals with supervision in §69  
and sanctions in §71.

We give the question a maximum rating of 2 points.

2.3.3 Costs
C1a What percentage of total pension assets is held in various types of pension funds? 
C1b What percentage of total pension assets are held by the largest ten pension funds/providers?

The long-run efficiency of a pension system depends on the costs that will affect the pension income  
of the fund members themselves. Different types of pension funds have different cost structures.  
As pension funds increase in size, their costs as a proportion of assets will decrease and benefits will be 
passed on to fund members. The aim is to minimize costs and improve profit.

Pension funds in Slovakia are managed by pension fund management companies under  
the second pillar and by supplementary pension companies under the third pillar. The net asset value  
of the guaranteed and non-guaranteed pension funds of all 5 pension fund management companies 
operating in Slovakia as of 31 December 2020 was 10 336.64 mil. € (Association of Pension Fund 
Management Companies, 2021). The net asset value of the four supplementary pension companies operating 
in Slovakia as of 31 December 2020 was 2 672.61 mil. € (Annual reports of individual companies, 2021). 
In the first question, a value was assigned from 1 (for individual private funds) to 10 (for centralized 
funds). The weight of these values depended on their share of assets in each type of fund. In Slovakia,  
we only have individual funds, so we assign a rating of 1 point to the first question.

In 2020, pension assets in Slovakia were held in 17 pension funds of pension fund management 
companies and in 19 pension funds of supplementary pension companies. 73.87% of all pension assets 
were held in the 10 largest pension funds (Association of Pension Fund Management Companies, 2021). 
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Score 1 was awarded when these assets in the 10 largest funds accounted for less than 10% of all assets, 
rising to a maximum score of 5 when these assets accounted for more than 75% of all assets. In the second 
question, we award 4.93 points.

3 GLOBAL PENSION INDEX OF SLOVAKIA
This chapter presents all our score values found for individual questions and their associated indicators. 
Our final results are recorded in Tables 5–8. The sign x*  indicates the real weighted score values of 
individual indicators on a 10-point scale.

Table 5  Indicators of the adequacy sub-index, Slovakia 2020

Source: Author’s work

A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 A11

a 0.00 9.38 3.91 10(2) 10(2+1) 0.00 10(2) 10(2) 10 7.02  5(1)

b 7.5 (1.5) 6.19 0(0) 10(2)

Normalized weights

a 0.15 0.25 0.05 0.02 0.1 0.1 0.075 0.03 0.05 0.05 0.01

b 0.025 0.05 0.03 0.01

x* 0.188 2.345 0.505 0.20 1.00 0.00 0.75 0.3 0.5 0.351 0.15

Sub-index value = 10 × ∑ x* = 62.9

Table 6  Indicators of the sustainability sub-index, Slovakia 2020

Source: Author’s work

S1 S2 S3 S4 S5 S6 S7 S8 S9

a 7.54 0.82 10 4.17 5.33 5.98 10 (2) 5.37 10 (2)

b 6.45 1.5 5.32 10 (2)

c 4.65

d 3.34

Normalized weights

a 0.2 0.15 0.05 0.1 0.08 0.05 0.04 0.09 0.01

b 0.05 0.02 0.05 0.01

c 0.05

d 0.05

x* 1.508 0.123 1.222 0.417 0.456 0.565 0.50 0.483 0.1

Sub-index value = 10 × ∑ x* = 53.7
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Table 7  Indicators of the integrity sub-index, Slovakia 2020

Source: Author’s work

Table 8  The overview of sub-indices score for the monitored countries of Europe, 2020

Source: Author’s work

R1 R2 R3 R4 R5 P1 P2 P3 P4 P5 P6 P7 Costs

a 10(2) 10(2) 10(2) 10(2) 4.59(6.88) 7.5 10(2) 10(2) 10(2) 10(2) 10(2) 10(2) 1

b 10(2) 10(2) 10(2) 10(2) 10(2) 10(2) 10(2) 9.86(4.93)

c 8(4) 10(2)

d 10(2)

Normalized weights

a 0.025 0.04 0.04 0.025 0.15 0.1 0.05 0.025 0.05 0.025 0.05 0.025 0.05

b 0.05 0.02 0.04 0.025 0.025 0.025 0.025 0.05

c 0.04 0.025

d 0.02

x* 0.75 0.92 1.25 0.5 0.689 0.75 0.5 0.5 0.5 0.5 0.75 0.25 0.543

Sub-index value = 10 × ∑ x* = 84.0

Country Overal score Adequacy Sustainability Integrity

1. Netherlands 82.6 81.5 79.3 88.9

2. Denmark 81.4 79.8 82.6 82.4

3. Finland 72.9 71.0 60.5 93.5

4. Sweden 71.2 65.2 72.0 79.8

5. Norway 71.2 73.4 55.1 90.3

6. Germany 67.3 78.8 44.1 81.4

7. Switzerland 67.0 59.5 64.2 83.1

8. Ireland 65.0 74.7 45.6 76.5

9. Slovakia 65.0 62.9 53.7 84.0

10. United Kingdom 64.9 59.2 58.0 83.7

11. Belgium 63.4 74.6 32.4 88.9

12. France 60.0 78.7 40.9 57.0

13. Spain 57.7 71.0 27-May 78.5

14. Poland 54.7 59.9 40.7 65.9

15. Austria 52.1 64.4 22-Jan 74.6

16. Italy 51.9 66.7 18-Aug 74.4

Average 65.5 70.1 49.8 80.2
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The total Global Pension Index with weights of 40% for the adequacy sub-index, 35% for  
the sustainability sub-index and 25% for the integrity sub-index is 65.0 points from the 100-point 
scale. Based on the grade from A to E, which is listed in Mercer (2020: 6), Slovakia is rated by grade C+  
as a country with a pension system “that has some good features, but also has major risks and/or 
shortcomings that should be addressed. Without these improvements, its efficacy and/or long-term 
sustainability can be questioned.” Slovakia is one of the countries whose overall index value is 65.0 points, 
and it shares the eighth and ninth place with Ireland in the monitored European countries. Slovakia has 
the lowest value of the sustainability sub-index, namely 53.7 points.

CONCLUSION
In our paper, we have determined the Global Pension Index 2020 for Slovakia according to the original 
document.  As the overall grade C+ shows, based on the grade from A to E, Slovakia is not among  
the countries with the best pension system. For example, the second pillar of retirement savings is not  
as profitable as it should be. This unfavourable situation regarding the appreciation of funds was caused  
in 2009 and subsequently in 2013 by the political intervention of the transfer of a huge amount of money 
from equity funds to bond funds, and savers are significantly impoverished by returns. In this way,  
the savings of more than 800,000 savers were transferred. This unfavourable situation endures. The net 
replacement rate is currently at 69%, but there is a serious concern that it will rapidly fall well below 50%. 
Therefore, it is essential that future retirees save in the second pillar and in the third pillar. Of course, also 
the third pillar currently shows serious shortcomings. These are mainly high administrative fees, which are 
paid even at a time when the appreciation of savings is very weak, even negative. Another serious problem 
is that in 2020, only 32% of the economically active population was saving in the third pillar, and about 
30% of them did not pay contributions in 2020. As part of improving the pension system in Slovakia,  
it is necessary for the state to assume greater responsibility in the investment strategy of the funds offered. 
Our ambition is to offer our results to representatives of Mercer, CFA Institute and Monash Center  
for Financial Studies and ask them to include Slovakia in the group of monitored countries.
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Abstract

The study empirically analyses the determinants of self-employment from unemployment in Slovakia  
in the period of economic boom. The previous employment of individuals before support is proving to be 
an important factor in the transition to self-employment. We believe that the importance lies in gaining  
a practical basis from past jobs, market orientation or establishing contacts before starting a business. Practical 
courses and support in the form of a tax loan would contribute to the creation of value-added business ideas 
that have a better chance  on the labour market (because after support there is entrepreneurship only in less 
capital-intensive industries). The paper examines short-term and long-term perspectives using decision trees 
and random forests, which are exceptionally used in the study of public support. At the same time, research  
is enriched with practical perspectives, which significantly increases the information base of research.
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INTRODUCTION
In many European countries, support for self-employment is characterized by a huge number of support 
instruments, mainly public assistance for the unemployed, which is combined with education. Despite 
the considerable amount and popularity, support for self-employment in EU countries is financed by  
a very low share of total expenditure (below 1% in the long run). Support in Slovakia is below 0.05%  
of GDP (Eurostat, 2021). Although self-employment support is financially undersized, empirical evidence 
suggests positive effects of support, with most studies being in Western European countries (Germany: 
Niefert, 2010; Baumgartner, Caliendo, Kopeinig, 2008; Caliendo and Künn 2013; United Kingdom: 
Meager, Bates, Cowling, 2003; Finland: Haapanen and Tervo, 2009; France: Duhautois, Redor, Desiage, 
2015; Spain: Millán and Congregado, 2010; Cueto, Mayor, Suárez, 2015).

The main idea of   support is to place the unemployed in the labor market. According to several studies 
(Pfeiffer and Reize, 2000; Reize, 2004; Andersson and Wadensjö, 2007), self-employed persons do not 
differ in terms of socio-demographic characteristics from self-employed persons without support, but 
the differences are perceived mainly by smaller company size, less capital-intensive business and their 
business is growing slower. According to the study Haapanen and Tervo (2009), if it is not a push effect, 
but the entry into self-employment is from paid employment, it will be more sustainable due to higher 
human capital, motivation, and better information about business opportunities. In some cases, self-
employment has a double effect, but for the unemployed it is more of a rarity.

Survival of self-employment from unemployment varies from study to study. While German studies 
(Pfeiffer and Reize, 2000; Reize, 2004) do not show a significant difference, our previous findings point 
to a significant difference (as do studies Cueto and Mato, 2009; Haapanen and Tervo, 2009). Significant 
differences between countries may be justified by the overall duration of the aid. While there is three 
years of support in Slovakia, in other countries the time is much shorter. E.g. in Sweden only for a period 
of 6 months (copies unemployment benefits). In Germany, according to a study by Caliendo and Künn 
(2013), support is also paid for the first 6 months. The Niefert study (2010) reveals the fact that subjects 
must prove their personal and professional suitability, which can also affect the survival of self-employment 
and prolong the period of receiving support.

The importance of behavioural aspects, the push effect of support and the regional specifics in which  
support, is provided in this article. The aim of the article is to examine the importance of factors  
of self-employment from unemployment in Slovakia in times of economic boom. Slovakia is the 
country with one of the lowest funding volumes in this area within the EU countries, and, at the same 
time, is not an economically strong country (GDP per capita is only 71% of the EU average). At the 
same time, however, it achieved a very significant improvement in the unemployment rate during  
the period under review; in 2012, the unemployment rate was 14.4%, so in 2017 it was only 5.94%. At the 
same time, Slovakia is a country with very significant regional differences, while regional characteristics 
are relatively rarely analysed in similar studies (Caliendo and Künn, 2013). The government has  
identified the areas of the south and east of Slovakia (Prešov, Košice and Banská Bystrica regions)  
as the least developed regions, which we include in our analysis as a significant element in survival of self- 
employment.

The benefit and originality also lies, in addition to the inclusion of the regional dimension,  
in the enrichment of research with unique factors such as the length of registration at the Office of Labour, 
Social Affairs and Family, the impact between the place of activity of self-employment and the residence 
of the supported entity. At the same time, the article is based on modern research methods (decision 
trees, random forests), which both classify and indicate the impact, which is an information-enriched  
approach compared to the traditional method of logistic regressions. The methods are considered  
in the field of public support as new methods, as there is no evidence of their application in the evaluation 
of active employment policy.
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The article consists of three parts. The first part is a literature review, which reflects the current state  
of the issue of factors of self-employment. The methodological part of the paper defines a specific 
instrument in Slovakia and methods for evaluating the importance of individual factors. The results  
and the conclusion combine the acquired knowledge about self-employment in comparison with  
the opinions from practice and at the same time submit proposals for further research in this area. 

1 LITERATURE SURVEY
Potential factors influencing survival of self-employment can be monitored in different phases. The first  
of these is the phase in obtaining support, which means that the individual is still only a candidate  
for the contribution. Whether or not they receive a contribution is determined by law and the structure 
of the conditions for obtaining contributions. There are also factors such as administrative complexity, 
or the time or complexity of meeting the conditions necessary to obtain support. These factors are very 
individual, and more and more studies rely on behavioural aspects such as motivation to start a business 
and the necessary preparation for it (Bořik and Caban 2013; Caliendo and Kritikos 2010). 

The second phase, which can be observed during the support, is a very risky phase, namely the survival 
of support. Here we also observe various influences that may make it difficult to successfully implement  
the instrument. Based on an overview of factors in research published so far and country specifics (grouped 
in the previous research by Pisár, Mertinková and Šipikal, 2021), we monitor 3 categories of factors, namely: 
(1)  Socio-demographic factors (gender, marital status, age, education, last and previous records held  

at the labour office, previous employment);
(2)  Regional labour market (employment activity in an underdeveloped region, place of employment 

activity equal to the region where the employment activity takes place);
(3)  Economic factors (amount of aid, year of granting aid, economic cycle).

Studies Kuang-TaLo, Jiun-NanPan, ShuPeng (2020), Caliendo, Künn, Weißenberger (2016) have 
identified a positive statistically significant impact of men on keeping self-employment from unemployment. 
However, there are common differences between gender. Women are less tied to the labour market, earn 
less and have stronger family responsibilities regardless of participation status (Bořík, Ďurica, Molnárová, 
Švábová, 2015).

In the case of marital status, we observe that support is not more sustainable for singles and therefore 
it can be assumed that family support creates a better background in business. Even some studies 
(Niittykangas and Tervo, 2005) look for connections with previous family entrepreneurship, which  
can positively affect the sustainability of the current one (learning from parents, helping from a young 
age in entrepreneurship). Another factor related to marital status is the number of children examined 
 by Caliendo and Kritikos (2010); Caliendo and Künn (2013); Millán and Congregado (2010) or Haapanen 
and Tervo (2009). Another additional variable of the study (Caliendo and Künn, 2013; Caliendo  
and Kritikos, 2010) reports health status or working time (Caliendo and Kritikos, 2010; Caliendo and Künn,  
2013; Millán and Congregado, 2010).

Studies Holtz-Eakin, Joulfain, Rosen (1994), Parker (2004) suggest that support retention rates are 
higher in middle age than in younger or older self-employed people. 

In the case of education, there are conflicting views. A study by Pankaj and Marcus (2019) found that 
self-entrepreneurs who have better financial abilities based on education and experience, achieve higher 
prosperity and can maintain support for longer. Studies Bořík, Ďurica, Molnárová, Švábová (2015), Parker 
(2004), Niefert (2010) also find that higher levels of education enter self-employment as one of the positive 
factors of sustainability. However, there are also conflicting views and the impact of the educational level 
of subjects is uncertain, according to a study by Baumgartner and Caliendo (2008). It is expected that  
the higher the level of education attained, the lower the likelihood of choosing to become self-employed, 
as other opportunities in the labour market open up for the subjects.
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The length of registration at the employment office and previous job also plays an important role in 
maintaining employment support. Entities with business experience have higher human capital, motivation 
and better information about business opportunities (Haapanen and Tervo, 2009). The study further 
explains that starting a business in a new environment also brings unexpected risks such as search for 
suppliers or customers.

In summar y,  the theor y does not  clearly  determine the order and importance  
of factors in self-employment from unemployment but has defined an appropriate selection of factors 
from the domestic and international environment.

2 METHODS
The method of implementing support for self-employment in Slovakia is to be found in the contribution 
to self-employment in accordance with §49 of the Employment Services Act, which is an intensively used 
instrument of active policy. The amount of support is granted within 30 days in the amount of 60% and then 
the remaining 40% of support for the past year. At the same time, the amount of support is conditioned by 
the place of self-employment. In the case of the least developed regions (southern and eastern Slovakia), 
where districts achieve an average registered unemployment rate higher than the national average, the 
contribution is at most 4 times the total price of labour calculated from the average wage of an employee. 
In the case of a lower unemployment rate, it is 3 times, while in the Bratislava region (the region with the 
highest GDP per capita) it is only 2.5 times.

In our conditions, the support is only for job seekers who are kept in the records of the Office of 
Labour, Social Affairs and Family for at least 3 months. The contribution is provided for the partial 
payment of costs related to the creation of a job for self-employment and the subsequent operation 
of self-employment for at least three years. There are no phases in Slovakia where we would educate 
individuals (we only monitor the preconditions for entrepreneurship in the form of a business plan). 
The research methodology is based on 2 models that evaluate the survival of support in the short term 
(after 6 months) and in the long term (after 3 years), which points to differences in time. The following 
table shows the methodology of the models.

Table 1  Methodology of models

Source: The authors

Model name Model parameters

Model3_3SZCO Survival of support after 3 years The supported entity survival on the labour market (only cases 
of self-employed)

Model4_6SZCO Survival of support after 6 months The supported entity survival on the labor market (only cases 
of self-employed)

A dependent variable in research is the survival of jobs created through support of the Contribution 
to self-employment. In each model 11 independent variables are analysed, as shown in Table 2.  
The selection of selected variables reflects other studies enriched with new factors and is also created 
in terms of Slovakia-specific data, which were discussed in the study Pisár, Mertinková, Šipikal (2021). 
The analysis includes the phase of survival of support in the period 2012–2016 in the Slovak Republic. 
The data sets with the data for the Contribution to self-employment were created from data that were 
processed based on 2 unique databases of the Ministry of Labour and Social Affairs on supported  
entities.
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Name
of variable  Variable description and coding

Dependent variables

Labour  

3 years after the end of the support period, the supported entity is employed as self-employed = 1, otherwise = 0 
(model3_3SZCO).

6 months after the end of the support period, the supported entity is employed as self-employed = 1, otherwise = 0  
(model4_6SZCO).

Independent variables 

Gender Gender of job seeker (male = 1, female = 0).

Age Age of the subject on the labor market in years.

Marital_status Marital status: if job seekers is single = 1, otherwise = 0. 

History_1 Last length of days at the employment office (in days).

History_2 Previous length of days at the employment office (in days).

Education

Achieved level of education. Code: 0 – without education or unfinished primary school, 1 – primary education 
(ZŠ), 2 – lower vocational education (NOV), 3 – secondary vocational education (SOV), 4 – complete secondary 
education (USOV), 5 – higher vocational education (VOV), 6 – 1st level of university education (Bc.), 7 – 2nd level  

of university education (Mgr./Ing.), 8 – 3rd level of university education (PhD.).

Job_previous 

Previous employment of job seeker – code according to the statistical classification of occupations. Code:  
1 – Managers and legislators, 2 – specialists, 3 – Technical and professional staff, 4 – Administrative staff, 5 – Service 

and trade workers, 6 – Skilled workers in agriculture, forestry and fishing, 7 – Skilled workers and craftsmen,  
8 – Operators and fitters of machinery and equipment, 9 – Auxiliary and unskilled workers. Variables used 

separately as dummy variables.

Support_year Year in which the support was granted. The scope of the monitored period is in the range 2012–2016. The code 
assigned to each year is as follows: 1 – 2012, 2 – 2013, 3 – 2014, 4 – 2015 and 5 – 2016.

Region  If the job seeker is from the Prešov, Košice and Banská Bystrica self-governing regions (7; 8; 6) = 1, otherwise = 0. 

Same_place If the job seeker has the same NUTS code of residence and place of work, then the variable = 1, otherwise = 0.

Aid_amount The total amount of financial support from the instrument for self-employment allocated to the job seeker  
(in Euros).

Table 2  Description of the variables that affect the probability of employment and self-employment

Source: The authors
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Given the defined goal, the research questions are as follows:

Research question 1: Which factor is key in self-employment and what is the target value in the root node?
We use the decision tree method to determine the predictor and the target value in the root node.  

The rpart package (Therneau, Atkinson, Ripley, 2019) and the rpart.plot package (Milborrow, 2021), 
which contains the CART algorithm (Classification and Regression Trees) in the R program, were used 
to produce the outputs. The value of the explanatory variable was assigned using the labour variable. 

The decision tree (or tree diagram) is a decision support tool that uses a tree as a decision model.  
In data mining and machine learning, the decision tree is a predictive model. This means that it informs 
from observations about the item to conclusions about its target value. In these tree structures, leaves 
represent classifications and branches represent combinations of characters that lead to these classifications 
(Stachová and Kráľ, 2010). 

The most common decision algorithm is the CART algorithm. It is a form of binary division. In our case, 
self-employment in the decision-making node can be divided into only two groups. Thus, each parent node 
can lead to two child nodes, and each of these child nodes can split itself and create additional children. 

CART analysis has a number of advantages over other classification methods, including classical 
multidimensional logistic regression. First, it is essentially nonparametric, so no assumptions are made 
regarding the basic distribution of the values of the predictor variables. Thus, CART can process numerical 
data that is highly distorted or multimodal, as well as categorical predictors with ordinal or non-ordinal 
structure. This is an important feature because it eliminates the time an analyst would otherwise spend 
finding out if the variables are normally distributed and performing the transformation if they are not.  
In addition, this algorithm uses the ‚white box‘ model, in other words, the situation is observable  
in contrast to neural network models (Stachová and Kráľ, 2010).

Research question 2: How important are the individual factors of survival of self-employment in Slovakia?
To evaluate the importance, we use the random forest method (one tree does not vote, but a group 

of trees determines the importance of individual factors). The randomForest package (Liaw and Wiener, 
2018) in the R program was used for the chosen method. A data set of predictors was inserted in item x 
and a dependent variable was entered in item y, which in our case is the same as in decision trees. In this 
method, the results for the independent variables are distinguished based on the MDA (Mean Decrease  
Accuracy) indicator. The indicator was used as measurement of factors importance. It means, that  
the more the accuracy of our model suffers without this factor the more important the factor is.

The random forest is a classifier of a machine learning file that consists of many decision trees  
and issues a class that is a mode of class output according to individual trees. Many classification trees 
grow in random forests. Each tree gives a classification, and we say that the tree ‚votes‘ for this class.  
The forest chooses the classification with the largest number of votes (Stachová and Kráľ, 2010). 

The list of the above methods is chosen mainly for their ability to select the most important information 
from a large number of options. The methods are usually used as a tool to support decision-making  
in the areas of company productivity, risk minimization or revenue maximization and thus to reduce  
the company‘s bankruptcy. The principle of examining self-employment is very similar. While in business 
practice models follow the survival of productivity, we will monitor the survival of support. What factors 
emerge as the most important will tell us how to minimize the risk of wasting public funds or maximize 
the survival of such support.

Research question 3: Why are these factors of great importance in the support of self-employment  
and what is the opinion of practitioners?

In addition to generating rare and heterogeneous evidence on the importance of self-employment 
factors, the paper, on the other hand, seeks to contribute to the understanding of the factors that lead  
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to these peculiarities in Slovakia. Therefore, in the discussion, we draw certain connections regarding  
the behaviour of support derived from the opinions of people from practice. Opinions will thus contribute 
to a more realistic view of the importance of factors.

We contacted the staff of the Labour, Social Affairs and Family Office, who are the first contact  
in obtaining such support. At the same time, representatives of institutions directly related to self-
employment also took part in the professional discussion. These are the National Bank of Slovakia, 
where the labour market expert participates, the Institute of Employment Policy, where the President 
of the Institute spoke, and the Slovak Chamber of Commerce, which represents the interests of self-
employed persons. Opinions are collected by the Delphi survey method, where they express an attitude 
towards each factor addressed. Confirmation resp. refute the knowledge gained and express the gradual 
importance of the factors.

The survey was conducted in two rounds, which reflected the results already found regarding  
the effects of factors. More precisely, in September 2021, employees at the labour office from the districts 
that record the most supported subjects were contacted. A month later (October 2021), further telephone 
conversations were held with representatives of employment policy in Slovakia. A total of 8 employees 
and 3 of the institutions took part in the survey.

3 RESULTS
Our strategy for selecting variables is based on similar studies that examine the determinants of survival 
on the labour market. The selection strategy reflects national specificities. Supported entities are divided 
according to 2 models – see Table 3.

Table 3  Division of subjects in models

Source: The authors

Name of model Share of persons placed  
as self-employed entity

Share of persons not placed  
as self-employed entity

Model3_3SZCO 39.05% 60.95%

Model4_6SZCO 56.22% 43.78%

The largest proportion of supported entities are men. The average age is 37 years. 21% of entities 
did not have previous employment, 44% are single and 46% of them have completed higher vocational 
education (in 23.4% they were job seekers from the 2nd level of higher education). Most often they 
come from the regions: Žilina, Prešov and Banská Bystrica, two of which are among the least developed 
regions in Slovakia. Their average amount of contribution reached € 3 570, while they spent an average 
of 1 368 days in the register (approximately 3 year and 7 months, which can be considered as long-term 
unemployed). We observe the largest share of previous employment in the supported entities in the field 
of technicians and professionals; service and trade workers and craftsmen, processors, and repairers 
(according to the ISCO classification). 

3.1  Determination of the most important factor and the target value of survival of self-employment
We follow the answers to the first research question using the decision tree method. The bushyness  
of the tree in the models was set to minimize the cross-validation error (xerror) and at the same time 
the tree was not too bushy and therefore opaque. The resulting models in the case of self-entrepreneurs 
are shown in Figures 1 and 2. 

The results show that the Model3_3SZCO model distributed to entrepreneurs after 3 years in the root  
node and identified the previous job as a predictor. Self-employment, which met the following condition  
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(they were from the category 1, 2, 3, 4, 5, 8, 9), were not placed on the labour market for up to 3 years. 
Other subjects are redistributed in other nodes according to conditions related to predictors (e.g. education 
of the subject, the last and previous length of days at the employment office). In other words, with  
a closer understanding of the survival of support (Model3_3SZCO), we observe that the greatest amount 
of variability is explained by the variable of previous job. 

Figure 1  Decision tree for model Model3_3SZCO

Source: Own processing in program R

In the case of self-employment from unemployment, survival after 6 months (Model4_6SZCO) identified 
in the root node as the main predictor just the previous job, which is identical to the long-term survey. 
Other subjects are redistributed in other nodes according to conditions related to predictors such as aid  
amount, education of the subject or year of provision. In other words, with a closer understanding  
of survival, we observe that the greatest amount of variability is explained by the variable of previous job. 
Those whose previous job was from the field of skilled workers and craftsmen or skilled workers from 
the field of agriculture, forestry and craftsmanship were able to be placed on the labour market (the same 
as in the Model3_3SZCO model, which concerns placement after 3 years).

Figure 2  Decision tree for model Model4_6SZCO

Source: Own processing in program R
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The predictive abilities of the created decision trees are expressed in Table 4 together with its 
errors of the first and second kind5. The results show a relatively good predictive ability of the models  
in the range of 60.56% to 64.01%.

Table 4  Classification table – decision trees

Source: Own processing in program R

Model Model3_3SZCO
% correctly 

classified 
subjects

Model Model4_6SZCO
% correctly 

classified 
subjects

The actual 
classification 0 1 The actual 

classification 0 1

0 3 769 467 54.23% 0 1 367 3 010 13.67%

1 2 034 680 9.78% 1 933 4 687 46.88%

Total 
predictive 

power
64.01%

Total 
predictive 

power
60.56%

3.2 Determination the importance of factors in survival of self-employment
We follow the answers to the second research question by the method of random forests. The self-
employment factors shown in this way (Figures 3 and 4) form the predictive power of the random forest 
model. If we consider deleting the upper variable, the predictive power of the model will be significantly 
reduced. On the other hand, if we consider reducing one of the lower variables, it may not have much 
effect on the predictive power of the model. Therefore, we consider the first variables to be the most 
important variables in the models.

Source: Own processing in program R

  Figure 3   Variable importance for model  
Model3_3SZCO

5 The error of the first kind expresses the % of truly sustainable self-employment, which the model mistakenly classified  
as unsustainable, and we get it if we subtract the percentage of correctly classified from 100%. The error of the second 
kind expresses the percentage of unsustained self-employment that the model incorrectly classified as sustainable  
and can be found by analogy
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According to the chosen MDA indicator, based on ‚tree voting‘, education was identified as the most 
important variable influencing the long-term maintenance of self-employment support, while second place 
belongs to previous job (according to the decision tree is the dividing criterion in model Model3_3SZCO). 

The results of models up to 6 months (short-term observation) show that in the model Model4_6SZCO, 
we can mark variables according to their importance as the aid amount, previous job and gender.

The model differs in the importance of variables in terms of time, while in self-employment from 
unemployment, the amount of funding provided plays an important role, in the long run it is the level  
of education. Just behind these factors is the previous job, the importance of which is significant in both  
respects.

The predictive ability of the created random forests is expressed in Table 5. The results show a relatively 
good predictive ability of the models in the range of 59.52% to 61.61%.

Table 5  Classification table – random forests

Source: Own processing in program R

Model Model3_3SZCO
% correctly 

classified 
subjects

Model Model4_6SZCO
% correctly 

classified 
subjects

The actual 
classification 0 1 The actual 

classification 0 1

0 3 359 840 20.00% 0 1 911 2 434 56.02%

1 1 808 891 66.99% 1 1 593 4 010 28.43%

Total 
predictive 

power
61.61%

Total 
predictive 

power
59.52% 

In addition to the above results, we try to determine the links with views from practice on the survival 
of self-employment from unemployment and draw possible conclusions for Slovakia.

4 DISCUSSION
The use of decision trees and random forests was effective. These algorithms have been shown to be 
classification techniques that are easy to understand, interpret and can be used in the public sector. 
These techniques, despite leaving the reality of the data, achieved satisfactory predictive accuracy. The 
models were able to learn to recognize placed rather than unplaced subjects due to the lower number in 
the examined models.

The knowledge gained through decision trees and random forests is largely identified with practical 
views. The most important factors such as previous job before support and the subject’s past at the 
employment office are always in the first place. Opinions from practice also confirmed the importance 
of the age factor, where the staff of the Office ranked it as the most important. A little higher, the practice 
would include the factor of operation in an underdeveloped region compared to our results. Both research 
and practice have decided that the factor marked same_place is the least important factor. The most 
controversial factor was the gender of the subjects. 

What specific statements provided by practitioners (to confirm/refute the importance of the factor) 
will show a detailed examination of the 5 most important factors: length of last unemployment, previous 
job, age, education and the amount of financial support.
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The most important factor from the category of socio-demographic factors is the previous job.  
We assume that its significance lies in obtaining a practical basis from past employment, market orientation 
in the given area or obtaining contacts before starting a business. In our sample, there are 21% of entities 
with zero pre-support experience, which may emphasize the importance of the factor.

Despite the high significance of the factor, there are no phases in Slovakia where we would monitor 
the practical experience of individuals before starting a business (we only monitor the preconditions  
for doing business in the form of a business plan). We often meet that the business plan is developed  
by a third party and so we do not know the real business knowledge. In other countries, it is often possible 
to combine support for self-employment with education (Oberschachtsiek and Scioch, 2015; Wolff, 
Nivorozhkin, Bernhrard, 2016).

To capture the importance of this factor, we recommended to check the practical experience of 
future self-employed person, but the views of practice are conflicting. An expert from the National Bank  
of Slovakia states as a counterargument that ´overdiversification of the experience would lead to complications, 
more bureaucracy and probably would also lead to discouragement of some people. Therefore, I would not 
even try to introduce. However, I agree with the statement that previous job has an impact on the success 
and survival of the self-employment´. The director of the Slovak Chamber of Commerce very similarly 
expresses the opinion that ´verification of the level of business skills would be disproportionately financially 
demanding in practice and unnecessary, as knowledge alone is not the only necessary skill for successful 
entrepreneurship´. 

An interesting observation was the statement of the President of the Institute of Employment Policy, 
who states that ´the review of experience should take place, but only in areas of business that require deeper 
practical experience´.

It can therefore be argued that previous employment is understood by both practice and empirical 
evidence as the most important factor in self-employment. The practice largely states that we do not need 
to know the business experience of self-entrepreneurs (financially and administratively demanding).  
The form of preparation and gaining experience can be practical courses before support, where the entity 
itself recognizes what it requires deeper experience (how to gain contacts, product presentation, market 
research and competition ...). We note that not in current areas such as taxes, accounting and levies,  
as this service will still be provided externally. Thus, the contribution would ensure access for all without 
distinction, but at the same time it would offer the possibility of education before the actual application. 
This would naturally select applications for self-employment and decisions would be more certain.

Another important factor is education. Education is the starting point before being placed  
on the labour market, which we consider to be the main reason for the importance of the factor. 
Education has a shorter and less intensive duration compared to previous jobs, which confirms that 
previous experience is more important than education.

We note that the significance of the factor is monitored in the period 2012–2016, which is a period 
of economic boom. The entity is essentially “pushed” to choose to become self-employed in a less 
developed region, as the region does not offer opportunities equivalent to its education. At the same 
time, he is also affected by social influences such as strong ties in the region, contacts, background, 
... (more pronounced if the subject decides to be a self-employed person due to unemployment). 
Representatives of the institutions add that the area of   business is important. e.g. those doing business 
in the IT sector have literally “unlimited possibilities” at the global level.

It can therefore be argued that education affects the survival of self-employment support from 
unemployment, especially in the long term (it is a kind of starting point for placement in the labour 
market). In the case of other models and from the point of view of practice, education is less important 
than previous practical experience and evaluates it as a moderately strong factor. The level of education 
mainly affects entities that are pushed to support in a less developed region.



2022

149

102 (2)STATISTIKA

An important factor in the field of economic factors is the amount of financial support. Sufficient 
financial resources are logically more important for self-employed people from unemployment 
than from employment6. The fact that this effect is mainly short-term can be explained by its 
importance when starting a business. In the long run, sufficient financial resources replace other factors  
(e.g. education, age, ...).

The assumption of the importance of funds in starting a business is largely confirmed by practice.  
The employees of the labour office confirm the importance, while the contribution will provide  
the greatest help with the input capital, such as rent or material and technical equipment. Furthermore, 
but they draw attention to the fact that ´the financial value of the support is sufficient only for starting  
a business, in the later period the business idea must generate complementary funds´. Based on the above 
findings, our question was whether a higher amount of aid would not provide a better labour place,  
a better product/service and thus a higher added value of the investment. Some authors (Niefert, 
2010) also dispute whether subsidies should not be exchanged for loans that entities would have 
to repay. This would increase the motivation to keep the business going and prosper in the future. 
The President of the Institute for Employment Policy recommends a ´golden mean´ called tax loan. 
Instead of a grant that covers only basic needs, the business would be subsidized by a more significant 
repayable amount. It would probably attract more educated people who would otherwise choose paid 
employment.

It can therefore be argued that the amount of aid is an important factor mainly from the point  
of view of self-employed persons and is mainly short-term. Financial resources are the first step  
to the successful survival of self-employment, but the main focus of survival shifts to the human capital 
of the entity, which is hidden in previous practical experience, education or length of registration  
at the employment office.

An important factor in self-employment (especially in terms of practice and a broader understanding 
of the purpose of the contribution) is age.

Age plays an important role in our analysis, with the average being 37 years. Studies Holtz-Eakin, 
Joulfain, Rosen (1994), Parker (2004) suggest that support retention rates are higher in middle age 
than in younger or older self-employed people. E.g. in a study by Bořík, Ďurica, Molnárová, Švábová 
(2015) an average of 34 years, Ellen et al. (2021) approximately 46 years or Parker (2004) with  
an age limit of 40.

The assumption of higher survival of support at middle age has been partially confirmed. There  
are several reasons. From the point of view of an NBS expert, this is mainly a ´combination of experience 
and greater knowledge of the market. At a younger age, it may be about testing what will work on the market, 
respectively finding your place´.

The president of the institute justified higher sustainability by choosing a business. ´while the 
elderly have a choice of less risky businesses than the liberal professions (consulting, expertise, expertise),  
the younger ones are dominated by start-ups´. According to the employee of the labour office, burnout, health  
or pension are associated with older age.

Another significant factor from the category of socio-demographic factors is the length of registration 
at the employment office. We assumed that the high significance of the factor is caused by the fact 
that subjects (whose registration at the labour office is on average over 3 years) have lost work habits.  
The entity is likely to enter the labour market with limited access to information on business opportunities, 
which may lead to an insufficient business idea (most often goods and services without added value). 

6 Entities are likely to be affected by factors such as the network of contacts, good work habits and business experience that 
have brought them new work experience.
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Despite the questionable profitability of a business, their push effect makes it work, which ultimately has 
a negative impact on the survival of business.

The presumption of loss of work habits due to long-term placement in the employment office  
or limited access to information that will lead to an insufficient business idea has been largely confirmed 
from the point of view of practice.

The director of the Slovak Chamber of Commerce adds that ´work habits and real contact with  
the labour market usually weaken after only 6 months of unemployment´.

It can therefore be argued that the length of registration at the employment office is understood  
by both practice and empirical evidence as one of the most important factors. Experience agrees that  
the loss of work habits and real contact make the support unsustainable in the short and long term.

CONCLUSION
The aim of the paper was to examine the importance of the factors of self-employment in Slovakia  
in times of economic boom. The choice of the contribution was chosen due to its significant effectiveness 
according to the research carried out so far and the relatively lowest support among all active instruments 
of the EU countries.

The contribution and originality of this state compared to other studies lies in the enrichment  
of research with unique factors such as the length of registration at the Office of Labour, Social Affairs 
and Family or specifically capture the least developed regions. At the same time, the article is based  
on modern research methods (decision trees, random forests), which both classify and indicate the impact, 
which is an information-enriched approach compared to the traditional method of logistic regressions. 
The methods are considered in the field of public support as new methods, as there is no evidence  
of their application in the evaluation of active employment policy.

The data are not from freely available databases and therefore self-employment research is a significant 
milestone in capturing the importance of factors and behaviour of subjects. Factors influencing sustainability 
were examined from both the short-term (after 6 months) and long-term (after 3 years), with the main 
idea of   supporting the unemployed to be placed on the labour market.

We consider the use of decision trees and random forests to be effective. These algorithms have been 
shown to be classification techniques that are easy to understand, interpret and can be used in the public 
sector. These techniques, despite leaving the reality of the data, achieved high predictive accuracy. Even 
the error rate is relatively low due to keeping the data realistic.

The knowledge gained through decision trees and random forests is largely identified with practical 
views. The most important factors such as previous job before support and length of registration  
at the employment office are always in the first place. Other factors are age, amount of financial support 
and education.

We perceive the importance of these factors on two levels. The first is a consequence of past human 
capital building events (education, previous employment, length of support and age) and the second  
is the level of financial assistance, which is less important. These findings suggest possible improvements 
in several areas. The first is the introduction of practical courses, which could have a different information 
base than previously provided. Until now, future self-employed person have been able to choose 
consulting courses in the field of taxes, accounting or levies (for which they will still use an external 
service), topics such as gaining contacts, product presentation, market research or competition are 
more important when starting a business. The second improvement concerns the overall setting  
of the aid, which is rather related to the importance of the amount of aid. Just as some authors (Niefert, 
2010) argue over whether subsidies should not be exchanged for loans, we argue about the so-called 
tax loan. Instead of a grant that covers only basic needs, it could be more efficient to subsidize with 
a more significant repayable amount, which can also cover value-added businesses (at the same time 
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more acceptable than a normal loan on the market). It would probably attract more educated people 
who would otherwise choose paid employment. Thus, a tax loan is not the absolute extreme of any  
alternative.

We note that the study is formed in terms of macroeconomic factors in times of economic boom, 
which can significantly affect the behaviour of individuals and policy settings as such. If we look at the 
current situation (caused by the COVID-19 contagion), which rather points to the downturn in economic 
development and the labour market, we see that active employment policies respond differently. What 
impact this will have and how the importance of factors will change will be the subject of further research 
that will build on the results of this state.
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Abstract

In this study, the effects of financial development and trade openness on economic growth were investigated 
using annual data for Turkey over the period 1960–2017. The financial development variable is represented  
as the ratio of financial system deposits to GDP. The trade openness variable is represented as the ratio of the sum 
of exports and imports of goods and services to GDP. To examine the long-run relationship between financial 
development, trade openness and economic growth; Fourier-based stationarity test and its complementary 
Fourier-based cointegration test are used. Finally, Fourier-based causality tests are also used to examine  
the causality relationship between the variables. As a result of cointegration tests, a long-term cointegration 
relationship was found between variables. According to the Fourier Toda-Yamamoto causality analysis results, 
it is seen that there is a one-way causality relationship from financial development to economic growth and 
from financial development to trade openness.
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INTRODUCTION
As the concept of growth is an important macroeconomic factor, there is a large literature on which 
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process in Turkey after 1980, the concepts of financial development and trade openness came to the fore.  
In the economic literature, it is accepted that financial development is one of the most important internal 
variables that significantly affect the economic growth of countries. Goldsmith (1969), McKinnon (1973) 
and Shaw (1973) pioneered the relationship between financial development and economic growth. While 
early economic growth theories did not explicitly include financial development as a variable, a growing 
theoretical and empirical literature shows that financial intermediation makes a significant contribution 
to economic growth by mobilizing savings, reorganizing the allocation of resources, and diversifying 
risks. Endogenous growth models claim that financial institutions and markets contribute to long-
term economic growth by reducing information and transaction costs, influencing decisions in favor of 
more efficient activities, and efficiently utilizing the most promising investments (Salahuddin and Gow,  
2016).

There are various views in the literature that tries to explain the channels of financial development 
affecting growth. Some economists focus on the view that financial development directly affects 
economic growth. Some economists, on the other hand, emphasize that financial development indirectly 
affects economic growth by fulfilling various functions in providing financial intermediation and 
reducing transaction costs. (Tadesse and Abafia, 2019). In contrast, some empirical studies suggest 
that financial development does not affect poverty (Chaouachi and Chaouachi, 2021). At this 
point, the main functions of financial institutions are considered as efficient allocation of economic 
resources, improved capital accumulation and improvement in sufficiency (Tadesse and Abafia,  
2019).

The concept of financial development is defined as the increase in the services of financial intermediaries, 
especially banks. The transformation and development in financial markets led to sophisticated financial 
development. This situation has brought the concepts of financial development and growth to be discussed 
further (Hussain and Chakraborty, 2012).

The development of the financial system encourages “optimal capital allocation” as well as providing 
information on investments, which are considered as an important dynamic of growth (Guru and 
Yadav, 2019). Thus reduces the cost of information in the economy (Greenwood and Jovanovic, 1990). 
Levine (1997), and Guptha and Rao (2018) pointed out “production growth and capital accumulation”  
and “productivity increase” while drawing the theoretical framework between financial development  
and growth. Especially, Guptha and Rao (2018) stated in their studies that financial development leads  
to economic growth by mobilizing excess funds for the financing of investment projects. Secondly, 
innovation in financial technologies leads to efficient allocation of resources by reducing the asymmetric 
information.

Financial development makes a positive contribution to growth by affecting capital accumulation. This 
implies that the intersectoral specialization and thus structure of trade flows is determined by the relative 
level of financial intermediation. A well-developed financial sector affects growth through technological 
development channel. Thus increases the capacity of an economy to benefit from international trade  
to stimulate economic growth. However, international trade enables efficient allocation of internal  
and external resources. The shift of technological development to developing countries, thus less developed 
countries benefiting from the innovations of developed countries, contribute to economic growth through 
“learning by doing” (Shahbaz, 2012).

Most of the studies in the literature have analyzed the relationship between trade openness and growth. 
The relationship in question, which has an important place in the international economic literature, has 
been discussed with the hypotheses of “export-led growth”, “import-led growth” or “trade-led growth”. 
The validity of the hypothesis was investigated in various country groups.

Bencivega and Bruce (1991), Greenwood and Jovanic (1990) suggested that financial development 
wasis one of the major factors affecting economic growth in the long run because financial development 
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leads to capital accumulation, efficient allocation of resources and technological innovation. Along with 
these developments, economic growth is positively affected in the long run. Supply-pull and demand-pull  
hypotheses come to the fore in the analysis of the relationship between the financial system and growth.  
In the study of King and Levine (1993), the financial system is considered as the primary condition for 
growth. On the other hand, Aydın et al. (2013) state that an effectively functioning financial system can meet 
the need for funds, which play an important role in economic growth. In the light of all these evaluations, 
the theoretical expectation was also confirmed empirically in this study. A causal relationship from 
financial development to economic growth has been determined. In other words, financial development 
positively affects economic growth.

Studies on the relationship between financial development, trade openness and economic growth have 
been carried out by a wide audience over the years. The literature on the relationship between financial 
development and economic growth mostly supports a positive relationship between the two variables. 
However, there are differing views on the direction of the causal link between them. While some authors 
argue that the causality relationship runs from financial development to economic growth, others argue 
that it runs from economic growth to financial development. There are also few studies suggesting the 
existence of a bidirectional relationship between the variables.

Svaleryd and Vlachos (2002), Rajan and Zingales (2003), and Baltagi et al. (2009) argued in their 
study that commercial development was an important determinant for financial sector development. 
At this point, the direction of the relationship between financial development and trade openness is 
from trade openness to financial development. However, according to Beck (2003), economies increase 
their international trade volumes as they benefit from developments in the financial sector, technology 
and economies of scale. That is, the direction of the relationship is from financial development to trade 
openness. In our study, as emphasized in Beck‘s (2003) study, a causality from financial development to 
trade openness was determined. In addition, it has been revealed that both financial development and 
trade openness have a positive effect on economic growth. 

Most panel and cross-country studies have found a positive relationship between financial development 
and economic growth when controlling for other growth determinants and also taking into account 
variable neglect bias, concurrency, and country-specific effects. These studies also support a causality 
running from financial development to economic growth. On the other hand, most of the time series 
studies have found both unidirectional and bidirectional causality between financial development and 
economic growth. Different results have also emerged when different proxy measures are used for financial 
development. However, the general literature supports the positive impact of financial development on 
long-term economic growth.

This study aims to analyze the relationship between trade deficit, financial development and growth 
by considering the subject from a different perspective and with up to date methods. Our study 
contributes to the existing literature by using the recently introduced Fourier-based cointegration 
(FSHIN) test developed by Tsong et al. (2016) and Fourier Toda-Yamamoto Causality Analysis proposed 
by Nazlioglu et al. (2016) which takes into account the structural changes in the model.  The remainder 
of this article is organized as follows. The first section briefly explains the relevant literature. In the 
second section, the data set and the econometric methodology used are presented. The third section 
presents the empirical findings and the study is completed with the conclusion and recommendations  
section.

1 RELATED LITERATURE
Table 1 provides a brief summary of the studies on relationship between financial development, trade 
openness and economic growth.
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Authors Countries 
and time period Methodology Results

Omoke
(2009)

Nigeria
1970–2005

 
Cointegration and Granger 

causality test

There is no cointegration relationship between financial 
development, trade openness and economic growth. 

Results shows that trade openness and financial 
development have a causal effect on economic growth.

Kenani
and Fujio

(2012)

Malawi
1970–2009 VECM and causality analysis

Trade openness affects economic growth and financial 
development indirectly affects economic growth in the 

short run.

Tash
and Sheidaei 

(2012)

Iran
1966–2010 Johansen cointegration test The joint impact of trade liberalization and financial 

development on economic growth is positive.

Arouri et al.
(2013)

Bangladesh 
1975Q1–2011Q4

ARDL bounds test, cointegration 
and causality

Series move together in the long run. Financial 
development causes economic growth. There is a 

feedback mechanism between trade openness and 
economic growth.

Lacheheb
et al. (2013)

Algeria
1980–2010 ARDL bounds test, cointegration There is a long-run relationship between trade openness, 

financial development and economic growth.

Menyah et al.
(2014)

21 African 
countries

1965–2008
Panel causality test

The results show that recent attempts at financial 
development and trade liberalization have no significant 

impact on growth.

Zombe and 
Seshamani

(2014)

Zambia
1965–2011 Cointegration VECM and causality In the short run, it is concluded that economic growth and 

trade openness are the causes of financial development.

Kar et al.
(2014)

Turkey
1989M1–
2007M11

Linear and nonlinear causality

There is unidirectional causality between economic 
growth and trade openness. Economic growth leads to 
financial development. It has been found that financial 

development leads to trade openness.

Rehman et al.
(2015)

Saudi Arabia 
1971–2012 Cointegration and causality

Financial development, trade openness and economic 
growth move together in the long run. There is a 

one-way causality relationship from trade openness to 
economic growth and from economic growth to financial 

development.

Saaed
and Hussain

(2015)

Kuwait
1977–2012

VAR, cointegration and Granger
causality test

According to Granger causality results based on VAR 
models, it was concluded that there is a causal relationship 

between economic growth and financial development, 
and between trade openness and economic growth.

Lawal et al.
(2016)

Nigeria
1981–2013 ARDL bounds test Economic growth financial development and trade 

openness level move together in the long run.

Ayad and
Belmokaddem

(2017)

16 MENA
Countries

1980–2014

Panel cointegration, panel VAR 
model, Toda, Yamamoto, Dolado 
and Lutkepohl Granger causality 

tests

The results show that financial development and trade 
liberalization do not have a significant effect on economic 

growth.

Table 1  Literature review
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Authors Countries 
and time period Methodology Results

Sönmez
and Sağlam

(2018)

Transition
economies 
2001–2014

Principal component analysis, 
panel cointegration and causality 

tests

An economic growth based on financial development and 
trade openness is realized.

Xie et al.
(2018)

China
1978–2015

Bootstrap ARDL and causality 
analysis

There is a unidirectional causality between trade openness 
and economic growth, and between trade openness and 

financial development.

Atgür
(2019)

Turkey
2004–2017 Cointegration and causality

It was concluded that there is no long-term relationship 
between financial development and trade openness 

levels and economic growth. In addition, a unidirectional 
causality relationship from trade openness to economic 

growth has been determined.

Note:  ARDL, VECM and VAR, respectively, refer to autoregressive distributed lag model, vector error correction model and vector autoregressive 
model.

Source: Own construction

Table 2  Definition of variables and acronyms

Source: Own construction 

Data Source

Per capita gross domestic product Gross domestic product GDP World Bank

The ratio of financial system deposits to gross 
domestic product Financial development FD World Bank

The ratio of the sum of exports and imports  
of goods and services to gross domestic product Trade openness TO World Bank

2 DATA SET AND ECONOMETRIC METHOD
In this study, the effects of financial development (FD) and trade openness (TO) on economic growth 
(GDP) are investigated using annual time series data for Turkey in the period 1960–2017. To examine the 
long-run relationship between financial development, trade openness and economic growth; Fourier-based 
stationarity test and its complementary Fourier-based cointegration test are used. Finally, Fourier-based 
causality tests are also used to examine the causality relationship between the variables. The investigated 
model is as follows:

0 1 2t tGDP FD TO� � � �� � � �  .          (1)

The variables used in Formula (1) were obtained from the official database of the World Bank.  
The financial development variable is represented as the ratio of financial system deposits to gross domestic 
product (as %). The trade openness variable is represented as the ratio of the sum of exports and imports 
of goods and services to gross domestic product. And per capita gross domestic product (GDP, constant 
2010 US$) is used to represent the economic growth variable.

Descriptive statistics of the variables used in the study are presented in Table 3.

Table 1                                                                                                                                                                                        (continuation)
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According to the Jarque-Bera normality test results, it can be seen that variables considered  
in the model do not exhibit normal distribution. In addition, it is found that the variables have a kurtosis 
below the normal.

2.1 Data set and model analysis
The subject of structural break was first introduced to the literature by Perron (1989) and it was stated 
that ignoring these sudden changes in the series could lead to false and misleading results. However, with 
the developing literature, it has been emphasized that the change in the series may not be sudden but soft, 
and many Fourier-based tests have been proposed in order to catch these soft changes (Enders and Lee,  
2004; Becker et al., 2004; Becker et al., 2006; Christopoulos and Leon-Ledesma, 2010, 2011; Enders  
and Lee, 2012; Omay, 2015; Bozoklu et al., 2020). Sometimes some tests lose their validity in cases where 
the structure of the breaks is not sharp and smooth transitions are experienced. For these cases, nonlinear 
and smooth transition unit root tests have been developed. In unit root tests where the breaks are sharp 
or the break structures are determined by nonlinear models, the number of breaks and the structure  
of the nonlinearity are determined beforehand. However, in cases where the structure and number  
of breaks cannot be determined beforehand, both test groups cannot provide sufficient power for stability 
tests. Incorrect determination and modeling of the number and location of the breaks present a problem 
just like the neglect of the fractures. In this context, unit root tests based on frequency component 
selection have been developed by using the Fourier function approach, where there is no requirement 
to predetermine the refraction numbers and structures (Chi-Wei, 2012: 22). Becker et al. (2006), using 
Fourier functions, extended the KPSS stationarity test developed by Kwiatkowski et al. (1994). In this way, 
the situation where the number of structural breaks in the functional form is not known is allowed. These 
Fourier functions are intended to capture a large number of smooth changes whose number, position 
and shape have no effect on the strength of the test. Data creation process for Becker et al. (2006) Fourier 
KPSS (FKPSS) test is as follows:

' '
t t t t ty X Z r� � �� � � �  1t t tr r u�� �  .  (2)

Here εt shows stationary errors and ut shows the error process for the independent identical distribution 
(iid) with variance 2

u�  . � � � �sin 2 / , cos 2 / ' tZ kt T kt T� �� �� � �  is defined like this. T represents sample 

Table 3  Descriptive statistics of variables

Note: Values in parentheses indicate probability values.
Source: Own construction 

FD TO GDP

Mean 24.093 31.344 7 119.606

Median 21.119 33.178 6 389.336

Maximum 46.335 55.762 14 975.090

Minimum 8.679 5.727 3 134.577

Standard deviation 11.460 16.5241 3 113.956

Skewness 0.649 –0.090 0.842

Kurtosis 2.351 1.472 2.826

Jargue – Bera 5.096 (0.078) 5.723 (0.057) 6.931 (0.031)
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size considered and k represents the number of frequency. To investigate whether the yt series is level  
or trend stationary, respectively Xt = [1] ve Xt = [1, t]' determined. In this test based on KPSS null hypothesis 
expresses the stationarity. In order to calculate the test statistic for the constant or with trend model  
under this null hypothesis assumption, the following models are estimated at first and the residuals are 
obtained:

0 1 2
2 2sin cos  ,t k k t

kt kty e
T T
� �� � �� � � �� � � �� � � �

� � � �
,                                                (3)

0 1 2
2 2sin cos  .t k k t

kt kty t e
T T
� �� � � �� � � �� � � � �� � � �

� � � �
.                                                                 (4)

Respectively for constant, constant and trend models are determined as τμ(k) and ττ(k). In order  
to determine the optimal frequency number, frequency values from 1 to 5 are tried for Formulas (3) and (4).  
The value at which the sum squares residual is minimum is selected as the appropriate frequency value.

The test statistic for the two models is calculated in the same way and is expressed as:

� �
� �2

1
2 2

1
T

tt
S k

k
T

�
�
�� � �

�
 .                                                                 (5)

Here ẽj represents residuals from constant and constant and trend models and determined  
as St(k) = Σ tj =1 ẽj . Before proceeding to the stationarity testing phase, the significance of the Fourier 
functions included in the model is tested. To use here, Becker et al. (2006) obtained the F statistic for the 
significance test of the terms as follows:

 
� � � �� �

� � � �
0 1

1

/ 2
, ,

/i

KKT KKT k
F k i

KKT k T q
� �

�
� �

�
                                                                               (6)

Here k is the number of frequencies and q is the number of independent variables. In Formulas (3)  
and (4), KKT0 without trigonometric terms and KKT1(k) are calculated by considering trigonometric terms.  
The F test can only be used when the stationarity basic hypothesis cannot be rejected. It is important that 
the coefficients included in the model are statistically significant. Otherwise, it is recommended to use 
the standard KPSS test (Yılancı, 2017: 57). 

2.2 Fourier Shin cointegration analysis4

The concept of cointegration, which was first proposed by Engle-Granger (1987), has shown a rapid  
development like unit root tests and many tests have been added to the literature. One of them  
is the cointegration test proposed by Shin (1994), which is an improved version of the KPSS stationarity test 
to the cointegration form. In the following process, similar to the unit root test literature, the importance 
of considering structural changes in long-term relationships for cointegration tests has been mentioned. 
Therefore, tests taking into account the structural changes are proposed for the long-term relationship 
between the series (Gregory and Hansen, 1999; Johansen et al., 2000; Arai and Kurozumi, 2007; Hatemi-J,  
2008). One of these tests is the Fourier-based cointegration (FSHIN) test developed by Tsong et al. (2016). 
The feature that distinguishes this test from other tests is that, as in Fourier structures, the number  

4 Tsong et al. (2016).
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and form of structural changes are not determined a priori. Therefore, strong results are obtained (Yılancı, 
2017: 58).  The null hypothesis of this extended version of Becker et al. (2006) FKPSS test to cointegration 
form is the existence of cointegration. The FSHIN test procedure is defined as follows:

'
t t t ty d x � �� � � , 1t t t� � �� �  , 1t t tu� � �� �  , 1 2t t tx x ��� �  .              (7)

Here ut~iid(0, 2
u� ) and yt has a random walk process. Therefore as v1t and v2t exhibit a stationary process    

yt and xt are stationary at the first difference. dt in Formula (7) is for both constant and constant and trend

model respectively defined as 0t td f�� �  and  0 1t td t f� �� � �   , and 2 2sin cost k k
kt ktf

T T
� �� �� � � �� �� � � �

� � � �
represents the Fourier function. Here k, t and T represent number of frequency, trend, and sample size, 
respectively. From here, the following equation is obtained:

'
0 1

2 2sin cost k k t t
kt kty x

T T
� �� � � � �� � � �� � � � �� � � �

� � � �
 .                     (8)

The following test statistic is used to test the null hypothesis:

2 2
12 

1

1 ˆ
T

m
f t

t

CI S
T

��

�

� � .                    (9)

Here 2
1�̂  represents a consistent estimator of long-run variance of v1t in Formula (7) and St represents 

the partial sum of the least squares residues obtained from Formula (8).

2.3 Fourier Toda-Yamamoto causality test
After the determination of the cointegration relationship between the variables, a causality test based  
on the Vector Autoregressive (VAR) model introduced by Toda and Yamamoto (1995) has been proposed. 
The VAR structure proposed by Sims (1980) has been proposed as an alternative to large-scale structural 
models. VAR removes the constraints arising from economic theory in structural models and provides 
convenience for multivariate analysis. Thanks to this advantage, the VAR model is thought to be more 
useful than univariate models. The VAR model is defined as a system of equations in which the lagged 
values of each internal variable and other variables are take place on the right side of the equation  
and shown as follows:

� �1 1 2 2t t t p d tt p dy y y y� � � � �� � � � �� � � ��� �  . (10)

In the causality test of Toda and Yamamoto (1995), after obtaining the highest order of stationarity 
and optimal lag length, which are indicated by dmax and p, respectively, a VAR model is obtained  
at the level of (dmax + p). Toda and Yamamoto (1995) performed the causality test with the help of Wald 
test statistics. If the obtained test statistics value is greater than the critical value, the null hypothesis 
stating that there is no causality is rejected.

Nazlioglu et al. (2016), on the other hand, proposed a new test by incorporating Fourier terms into 
the model, taking into account the structural breaks. They included structural changes in the familiar 
VAR model and extended the constant term assumption. In other words, instead of the constant term 
in the VAR model, Fourier terms are added to capture the changes that may occur in the dependent 
variable. Instead of the constant term in Formula (10), Fourier terms are added as in Formula (8) and  
it is represented as follows:
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KPSS test stat. Frequency Min. SSR Fourier KPSS
test stat.

Critical values
F test stat.

%1 %5 %10

ΔGDP   0.895 1    275 000       0.457 0.269 0.172 0.131 27.783***

GDP   0.625* 1  5 383 768       0.184* 0.269 0.172 0.131     3.309

ΔTO   0.900 1 4 336.839       0.433 0.269 0.172 0.131 71.151***

TO   0.103*** 5   782.237       0.264*** 0.738 0.462 0.351     3.128

ΔFD   0.778 1 4 266.452       0.405 0.269 0.172 0.131 20.752***

FD   0.112*** 5   293.963       0.139*** 0.738 0.462 0.351     2.802

Note:  *, ** and *** shows respectively %10, %5 and %1 significance level. KPSS test and the critical values required for the F test, which is used  
to test the significance of trigonometric terms in levels %1, %5 and %10 respectively 0.739, 0.463, 0.347 and 6.730, 4.929, 4.133.

Source: Own construction

Table 4  KPSS and Fourier KPSS unit root test results

� �0 1 2 1 1 2 2
2 2sin cos .  t k k t t p d tt p d

kt kty y Y Y
T T
� �� � � � � � �� � � � �

� � � �� � � � � ��� �� � � �
� � � �

 (11)

Here k represents the frequency number. Thanks to these added terms, possible structural breaks 
are captured with sinus and cosinus waves, without knowing the breaking time, the number of breaks, 
and the way of breaking. Nazlioglu et al. (2016) suggested that the F test statistic should be used instead 
of the Wald test, since the 2�  distribution is weak in causality tests in terms of small sample features. 
After determining the optimal lag and frequency of the Fourier terms, the test is performed and the null 
hypothesis that there is no causality is tested.

3 EMPRICAL FINDINGS
In this study investigating the effects of financial development and trade openness on economic growth 
for Turkey, Becker et al. (2006) Fourier KPSS stationarity test results and Tsong et al. (2016) Fourier Shin 
Cointegration test results are presented in the tables below. In the continuation, KPSS stationarity test 
results and Shin (1994) cointegration test results, which form the basis of these tests, respectively, are 
also reported. Lastly, to these, the results obtained as a result of the Fourier Toda-Yamamoto causality 
analysis proposed by Nazlioglu et al. (2016) and taking into account the structural changes are also  
presented.

According to the Fourier KPSS stationarity test results, it is seen that the GDP, TO and FD variables 
are not stationary at the level, but become stationary after taking their first difference. Therefore, it is 
concluded that all three series are I(1). Since the significance test of trigonometric terms was used only 
when the null hypothesis was not rejected, the F test was performed again for three variables whose 
difference was taken, and it was found that trigonometric terms were not significant in these three 
variables. For this purpose, KPSS test was applied for difference series and it was concluded that both 
series were I(1) according to both Fourier KPSS and traditional KPSS test results. In addition, the time 
path graph of the Fourier estimates of the variables is presented in Figure 1. 
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According to the time path graphs of the Fourier predictions obtained from Figure 1, it is seen that 
the appropriate Fourier predictions are realized and long-term oscillations can be captured.

The findings of the tests carried out to test the long-term cointegration relationship are reported  
in Table 5.

Figure 1  Time paths of series with fourier approximations

Source: Own construction
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Table 5  Shin and Fourier Shin cointegration test results

Note:  *** shows significance at %1 level. The critical values required for the F test, which is used to test the significance of trigonometric terms  
in levels %1, %5 and %10 respectively 5.774, 4.066, and 3.352.

Source: Own construction

F test atat. Frequency Min. SSR Test statistic
Critical values

%1 %5 %10

FSHIN cointegration 
test 11.572*** 2 41 959 0.108*** 0.132 0.182 0.328

Shin cointegration 
test – – – 0.115*** 0.163 0.221 0.380

Table 6  DOLS Long-Run coefficient estimator results

Note:  *, ** and *** respectively shows significance at the level %10, %5 and %1.
Source: Own construction

Coefficient Standard error Statistic value

TO   71.327   13.536 5.269 (0.000)***

FD 167.547   20.946 7.998 (0.000)***

SIN     –156.702 198.083 2.671 (0.432)

COS 358.672 182.992 1.960 (0.055)*

C 847.167 317.054      –0.791 (0.010)**

As a result of both FSHIN and Shin cointegration tests, it is found that there is a long-term cointegration 
relationship between economic growth, trade openness and financial development. This result shows that 
trade openness and financial development move together with economic growth in the long run. It is 
also seen that the F statistic is significant for the trigonometry terms for the FSHIN test. The coefficient 
estimates of the long-term relationship determined between the variables were investigated with  
the Dynamic Least Squares (DOLS) method. It is stated that this technique proposed by Stock and 
Watson (1993) produces strong and consistent predictions even in the presence of endogenity and 
autocorrelation problems in explanatory variables. In order to overcome the internality problem, 
in addition to the level values of the explanatory variables, the lag of the first differences (lag) and 
the antecedents (lead) should be included in the model. In addition, to overcome autocorrelation 
problem Generalized OLS method should be used. The findings of the DOLS method are presented i 
n Table 6.

It is seen that both trade openness and financial development series are statistically significant and have 
a positive effect on growth. In addition, it was found that the cosinus term among the Fourier functions 
included in the model was statistically significant, and the sinus term was not statistically significant. 

According to the Fourier Toda-Yamamoto causality analysis results, it is seen that there is a one-way 
causality relationship from financial development to economic growth and from financial development 
to trade openness. For the other variables, no causality is determined according to the test result.
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Table 7  Fourier Toda-Yamamoto causality test results

Note:  ** and * indicate 5% and 1% significance level, respectively. Analyzes were performed with 1 000 bootstrap simulations.
Source: Own construction

H0 null hypothesis Optimal lags Optimal
frequency Wald stat. Asymptotic 

p-value
Bootstrap- 

value

FD does not cause GDP 1 3 4.311 0.038** 0.041**

GDP does not cause FD 1 3 0.175 0.675 0.684

TO does not cause GDP 1 1 1.918 0.166 0.172

GDP does not cause TO  1 1 2.286 0.131 0.131

FD does not cause TO 1 1 2.929 0.087* 0.094*

TO does not cause FD 1 1 0.114 0.736 0.740

CONCLUSION
In the economic literature, financial development and trade liberalization are identified as key factors 
supporting economic growth in general. In theory, the financial system mediates the allocation of financial 
resources, and financial development increases both the size and efficiency of the allocation of resources. 
Especially for developing countries, economic growth occurs when a country has an efficient financial 
system. An advanced financial system encourages investments, funds business opportunities, mobilizes 
savings, and manages risks. All these functions stimulate the economy and thus support its growth.

In this study, the effects of financial development and trade openness on economic growth were tested 
with annual data covering the period 1960–2017 for Turkey. For this purpose to measure the degree  
of integration of the variables; KPSS stationarity test, which is one of the traditional tests, and Becker 
et al. (2006), the Fourier KPSS stationarity test, which is an extended version of the KPSS test with 
Fourier functions, are applied. As a result of these two stationarity analysis, it is concluded that three 
variables became stationary after taking their first difference, that is, I(1). In order to measure the long-
term cointegration relationship between the variables considered, Shin and Fourier Shin cointegration 
tests, which are accepted as the continuation of these stationarity tests in the literature, were carried out. 
According to the cointegration test results, it is seen that there is a long-term relationship between the 
variables. In addition, as a result of the long-term coefficient estimation, it is concluded that the coefficients 
of the trade openness and financial development series, which are taken as independent variables, are 
significant and positive. In addition, it is seen that the cosinus term, which is one of the Fourier functions 
included in the model, is also significiant. Finally, according to the results of the Fourier-based causality 
analysis, a one-way causal relationship from financial development to economic growth and from financial 
development to trade openness. 

According to the results of the analysis, financial development and trade openness had a positive 
effect on growth. The empirical results of the study are consistent with the studies of Shahbaz (2012)  
and Alsamara et al. (2019). The positive functioning of the financial markets in Turkey and the increase  
in the level of trade openness have great importance in obtaining these results. It is important to continue 
the positive economic transformation, especially with the progress in the post-1980 liberalization process. 
At this point, some transformations should be implemented at both national and international level. 
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Structural reforms should be accelerated in order to keep the competition dynamism alive in the country 
and to be ready for competing with foreign countries. International integration should be achieved with 
broader participation and multilateral trade agreements.

With the acceleration of the globalization phenomenon, multinational companies (MNCs) have started 
to take part actively in international retail chains. While this process makes easier accessing to products 
at more affordable prices for individuals, it has made companies more open to competition. At this point, 
it has become essential for countries to allocate more resources to R&D and innovation. However, in this 
way, the domestic market becomes ready for foreign competition. Considering these aspects in terms of 
trade policy, policymakers in Turkey should focus more on export policies.

In developing countries such as Turkey the existence of a strong financial structure that can quickly 
adapt to international financial conditions is essential in order to avoid the risk of increased capital flows 
arising from trade openness. Considering the challenging structure in global competitive conditions, 
priority should be given to policies regarding the efficiency of the financial system. Because, for the 
continuity of the positive effect of financial development on growth, it is important to provide financial 
deepening. At this point, it is necessary to reduce financial fragility and diversify financial instruments. 
Similarly, priority should be given to long-term policies for the effective and efficient allocation of resources.

In recent years, when the policies of foreign expansion became obvious and capital movements 
accelerated around the World, financially successful openness policies should be maintained in developing 
countries such as Turkey. In particular, the speculative effects of capital movements should be minimized 
and the amount of foreign borrowing should be reduced.
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Abstract

We examined the persistence of the gender earnings gap across diverged occupational groups and the workers 
owning diverged work status in India using the relevant information on 94 446 workers from the Periodic 
Labour Force Survey (2017–18). The marginal mean earning of workers is estimated using GLM: ANCOVA. 
The findings report the persistence of significant gender earnings gap across the occupational structure  
and work status of workers. The elimination of demotivating factors leading to the gender earnings gap, removal 
of gender discrimination, enhancing the self-esteem of females, raising productivity potential by augmenting  
the professional/vocational education and policies for increased female work participation is the need of the hour.
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INTRODUCTION
Earning from work is a key indicator of a nation’s economic well-being and has remained  
a challenge towards attaining decent working conditions and inclusive growth in India (Madan 
and Goel, 2019). The persistence of the gender earnings gap from work has been a common feature 
of the Indian labour market (Das, 2012). The gender earnings gap occurs when workers with the 
same educational attainment, expertise and work experience earn differently because of their 
gender, irrespective of their socio-economic characteristics (Poddar and Mukhopadhyay, 2019). 
Workers of different offspring are paid differently even within the same occupational groups despite 
possessing similar work profiles and skill levels. Female participation in the labour market is  
a gauge of productivity potential and growth of a nation and an informative indicator of the progress 
and status of females in society (Nazier, 2017). The current estimates drew attention towards  
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54 percent of India’s population in the working-age group (15–59 years), wherein females account 
for a significant proportion, i.e., 25 percent, signifying their relevance in the labour market (Agarwal,  
2017).

Moreover, earning gap from work has been one of the key reasons for labour mobility across 
economic sectors and regions (Weeden, 1998; Stephen, 1998; Weichselbaumer and Winter, 2005; Livanos  
and Pouliakas, 2012). The gender earnings gap, as indicated from the female/male earnings ratio,  
is commonly witnessed to be less than one and is documented in several studies (Hampton and Heywood, 
1993; Anker, 1997; Hoffner and Greene, 1997; Ashraf and Ashraf, 1998; Nor, 1998). The overall gender 
pay earning has widened between 1983 and 2004 by 0.03 log points in India, especially in specific services 
and industries, characterised by a high female employment rate (Dutta and Reilly, 2008).

Numerous research outcomes have been documented towards exploring the causes of the gender 
earnings gap. Labour productivity mainly depends on the educational attainments of workers, labour market 
conditions, occupation safety, business environment, public investment in infrastructure, advancement, 
and adoption of technology, etc. Therefore, education is one of the factors for productivity growth,  
and it may, in turn, lead to better wages, safe working conditions, wage security, increased profits, increase 
in revenue to Governments etc. Females tend to spend less years acquiring formal education, which affects 
their productivity and adversely affects their earnings. Kingdon (1998) empirically tested labour market 
discrimination against women using household-level data and revealed that women lack incentives  
to invest in schooling than boys and reap less return than boys in the labour market.

Similarly, Azam (2012) examined the evolution of wages based on individual-level earning data from  
the urban area from 1983–2004 and shows that the return of secondary and tertiary education has increased 
since 1990, resulting in wage inequality. Mohanty (2021) examined the gender earnings gap among workers 
with similar technical qualifications using employment data from the National sample survey 2011–12  
in India and revealed that women lagged in attaining technical education and unemployment. The findings 
further attribute marriage, having children and low linkage with the labour market as significant factors 
for low monetary rewards for females compared to male workers. Kijima (2006) examined India’s age 
gap and inequality since economic reforms (1991) and showed that earning inequality in the urban area 
had begun well before 1991. The study revealed that increased return to skills and increasing demand 
for skilled labour yield skill premium. The experience of developed nations also reveals that education 
and skills are immensely helpful in high growth and raising the wage level and living standard (Billard, 
2017) besides promoting entrepreneurship by reducing the fear of failure (Mor, Madan, Chhikara, 2020). 
However, Gangel and Ziefle (2009) attributed motherhood and family responsibilities impact women 
earnings negatively instead of differences in human capital endowments.  

1 GENDER EARNINGS GAP EXPLANATIONS 
The worldwide average labour force participation rate stands at about 62 percent of the working-age 
population (approximately 3.3 billion individuals). Among all employed, 54 percent (1.8 billion) are 
wage/salaried workers3 (ILO, 2018a). For most workers, earning wages/salaries constitute a significant 
proportion of their total household income ranging from about 40 percent in low and middle-income 
countries to 60–80 percent in high-income economies (ILO, 2017) and have prominently been witnessed 
in European countries (de Pleijt and van Zanden, 2021). At the same time, all working people are not  

3  The persons who worked in other farm or non-farm enterprises and received receiving piece wage or salary and paid 
apprentices, both full time and part-time in return regularly (i.e., not based on a daily or periodic renewal of work contract; 
NSO, 2019).

4  Self-employed workers operate their enterprises on their own account or with a few partners without hiring any labour 
during the reference period. They could have had unpaid helpers to assist them in the enterprise's activity (NSO, 2019).  
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paid employees; rather many are either self-employed/own-account workers4 or contributing to family 
businesses, especially in low and middle-income countries. More than 70 percent of workers, whose 
primary income derives from self-employment, are engaged in small-scale, unincorporated entrepreneurial 
activities. This indicates the need of exploring the gender earnings gap from all self-employment activities 
rather than from small businesses, as only a handful of studies have attempted to investigate the economic 
consequences of self-employment for male and female workers separately. 

Occupational segregation and the gender earnings gap are found to be inversely correlated. Though 
there is a gender earnings gap in all occupational categories, a representation of females in the higher 
end of earning spectrum (legislators, senior officials, and managers) indicates that they are aware of their 
rights and face the lowest gender earnings gap. But at the same time, these constitute only one percent  
of the total female workers (ILO, 2018b), and majority of females are employed in low skilled occupations, 
are paid low wages, and have a lower probability of getting social security benefits compared to men. 
Male workers earn a premium for providing long hours in accordance with requirements. Earlier work  
in this line has considered differences in human capital accumulation of workforce by gender while making  
a preference for any occupation for livelihood.

There are two major theories of choosing self-employment as a carrier option over regular wage 
employment. One is the disadvantaged worker argument, and another is the class mobility hypothesis 
(Budig, 2006). The former claims the absence of an attractive mix of human capital and inability to obtain 
employment, whereas the latter argues for escapism for undesirable employment opportunities to choose 
self-employed to improve their economic situation. Moreover, compensating differentials argue that  
females with greater family responsibilities trade earnings from work in lieu of work time flexibility  
to meet family commitments and childcare. This also explains the reason for the return of female workers 
to non-professional self-employment. But it is less influential for interpreting females’ return to professional 
self-employment (Budig, 2006). 

1.2 Significance and scope of the study
In the developing era, females have increased their productivity-enhancing capabilities and have 
increased their employability across diverged occupations. At the same time, they also have 
emerged as self-employed workers in every occupation. Considering the view, the present study 
evolves around the exploring the persistence gender earning gap in general and tends to examine 
the same across broad occupational groups and also for self-employed workers and regular wage 
employees to get the concrete picture  of the scenario. Though, the difference in educational 
attainments of workers has been an important force of earning from work, but certain studies 
do not support any skill-based reason for earning gap and have found the gender of workers 
taking the lead in this concern (Goldin, 2014; Miller, 2016). With this, differences in workers’ 
education need to be neutralised to examine the gender earnings gap across broad occupational 
groups and work status of workers to capture the real effect of occupation work status on the gender 
earnings gap. The real contribution of the paper lies in examining the gender earning gap after 
neutralizing the effect of differences in educational attainments/skill level of workers. The paper  
deals with specific research questions such as: Is the impact of occupational segregation on earnings  
the same for female and male workers? Is the impact of work status on earnings of male and female 
workers in segregated occupations the same? The answers to these questions are critical for understanding 
the impact of making occupations and work status choices on gender economic equity. This helps  
to underline the importance and urgency of framing state policies and their strict implementation  
to ensure females’ active participation in the workforce. In this backdrop, the present endeavour is  
a fresh attempt to provide crucial insights to policymakers for mainstreaming females into the workforce 
for efficient and effective utilisation of human resources for the socio-economic progress of India.
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The paper unfolds as follows. Section 2 deals with the literature review and develop hypotheses  
of the study, while Section 3 pertains to the methodology employed during the study. Section 4 dedicates  
the main findings and discussion, whereas final section concludes the paper with suggestions. 

2 LITERATURE REVIEW AND HYPOTHESIS FORMATION
2.1 Persistence of gender earnings gap 
The gender earnings gap is a common feature of the labour market as there is unequal allocation  
of high paying jobs reflecting labour market segmentation by gender, particularly in civil services and 
unionised workplaces (Pendakur and Pendakur, 2007; Anderson, Hegewisch, Hayes, 2015). In response 
to compensating earning variation, female workers earn lesser, leading to wider gender earnings gap 
(Bonin et al., 2007; Azmat and Barbera, 2014). Female work participation has declined in urban areas 
despite having a wide spectrum of job opportunities, and the decline is more pronounced in the case 
of illiterate, lower caste, and economically poor females (Ara, 2016). One of the reasons for the gender 
earnings gap is the existence of wide gender-employment associations across societies, which causes  
a tipping point for males to work with occupations with too many females to safeguard their masculine 
identities (Akerlof and Kranton, 2000; George and Rachel, 2000). Earning of female workers would 
increase by about 10 percent if they were rewarded in the labour market on the same basis as for males 
(Lissenburgh, 2000). Moreover, the reluctance of male workers to associate with females at workplace 
(Goldin, 2013), holding bigot attitude towards appropriate roles of females at workplace results  
in lower female work participation (Pan, 2015), and male workers tend to earn more than their female 
counterparts (Madan and Mor, 2021). Further, because of classic compensating differential equilibrium 
(Rosen, 1986), females tend to place a higher value on temporal flexibility, whereas male workers 
earn premiums for providing long hours of work in workplaces that face higher costs of providing  
the amenity.
H01: Gender does not form any basis for earnings gap in any society.

2.2 Gender earnings gap and occupation
The persistence of occupational segregation is a strong feature of the labour market. Occupation is found 
to explain larger variation in the wage-earning of the workforce from work (Cortes and Pan, 2017; Madan 
and Mor, 2020; Madan, 2019). Generally, high paid work opportunities are associated with managerial, 
professional, and technical related work, requiring higher cognitive, managerial and technical skills with 
high promotional prospects. Working as clerical support workers, skilled workers in agri-business, service 
workers can provide moderate earning for work and require skill-oriented education to perform routine 
official tasks. Lower-level occupation is associated with the secondary labour market, and workers face  
relatively flat earnings from work. The occupational choices of females depend upon family structure  
to accommodate family requirements and work (Yee, 2007; ILO, 2015). 

Several studies witnessed more gender earnings gaps in higher-level managerial and professional 
occupational categories (Turner, Christern, Murphy, 2017). Female dominated occupations pay less  
than male-dominated occupations with similar attributes (Levanon, England, Allison, 2009; Blau 
and Kahn, 2017). The under-representation of females in male-dominated professions could account  
for the gender earnings gap as occupation and type of industry explain more than half of the variation 
in the gender earnings gap (Blau and Kahn, 2017). The separation of occupations based on gender is one 
of the most lasting socio-structural characteristics of the labour market and the German labour market. 
After witnessing increasing labour force participation still has a relatively worse labour market for female 
workers than male workers (Wiepcke, 2011). Different sectors of different occupations differ on a variety  
of attributes such as earnings stability, earning variance, injury, casualty risk, degree of competition, 
working hours etc., and gender differences in attitudes toward risk and competition could directly affect 
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the choice of occupation and, consequently, gender earnings gaps. Female workers are more risk-averse 
than their male counterparts, which is the reason for female over-representation in low-risk professions/
occupations with lower earning variation. 
H02: Occupational diversity is not a reason of gender earnings gap.

2.3 Gender earnings gap and work status of workers 
Work status of workers as self-employed or regular wage employees has been viewed as an important 
policy measure walk to move the unemployed labour force out of poverty. The earning of self-employed 
workers is seen as lesser than salaried employees with the same traits. In this line, Evans and Leighton 
(1989) hold that many self-employed workers are in small retail businesses and not growth-creating 
innovators for which they did not earn at par with salaried workers. Despite lower initial earnings 
compared to salaried workers, self-employed workers sustain their work (Hamilton, 2000). Expanding  
literature examines the causes of women’s increased participation in self-employment (Budig,  
2006). Young women do not prefer to work in Egypt’s private sector due to the fear of sexual harassment 
at the workplace, the lack of signed work contracts besides the lower-earning and have long hours  
and hence do not contribute to pension plans owing to lack of job contracts. In contrast, the jobs  
in the public sector in Egypt are relatively women-friendly in terms of working hours, workplace gender 
propriety and the less hierarchical relations and hence preferred by the young women (Ghada, 2010).
H03:  Gender earnings gap does not differ for self-employed and regular wage/salaried workers. 

3 RESEARCH METHODOLOGY 
3.1 Database of the study
The study employs a database provided by the Periodic Labour Force Survey (PLFS) conducted by National 
Statistical Office (NSO) from July 2017 to June 2018. The information on selected indicators related  
to earning of the Indian workforce engaged in numerous economic activities in diverse occupations has 
been obtained. Purposefully, information on the monthly earning of 94 446 workers working in broad 
nine occupational as self-employed or and regular wage/salaried has been considered. Herein, information  
on the monthly earnings of 78 916 male and 15 530 female workers has been deemed to arrive at the gender  
earnings gap following the work status of workers in diverged occupations.

3.2 Specification of variables
The study attempts to explore the gender earnings gap of workers while considering their occupations  
and work status. Herein, the natural log of earning, measured in ₹ (INR), is considered the response variable 
and treated as a randomised continuous variable. The earning of workers may differ in accordance with 
the nature of work prescribed by diverged occupations. As a result, nine occupational groups have been 
considered under the International Standard Classification of Occupations-08 (ILO, 2012) to broadly 
explore earning variations across occupations. These nine broad occupational groups have been categorised 
as managers (A), professionals (B), technicians and associate professionals (C), clerical support workers 
(D), service and sales workers (E), skilled agricultural, forestry and fishery workers (F), craft and related 
trade workers (G), plant and machine operators and assemblers (H) and elementary workers (I) and are  
treated as a categorical variable. Similarly, two categories of workers have been considered to define  
the work status of workers, i.e., self-employed and regular wage/salaried workers. Hereby, work status also 
is a categorical variable. Further, educational attainments of workers may affect their earning potential, 
as workers with higher education generally get higher wages, regardless of gender and occupation. 
At this moment, controlling for years of education would help to improve the likelihood of finding  
a statistically significant interaction effect between wage, occupation and gender, if it exists. In this way, 
years of education is treated as a covariate to neutralise its effect while measuring the gender earnings 
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gap for self-employed and regular wage workers across diverged occupations. Thus, the mean difference 
in the earning of workers is measured in the presence of educational attainments of workers, considering 
it as a covariate. This also helps in reducing the error term, against which effects of variables/factors are 
considered under study.

3.3 Model specification and estimation techniques
The study employs GLM: ANCOVA, a special case of dummy variable regression, to estimate overall mean 
differences among groups in the presence of covariate(s) in the model (Culpepper, and Aguinis, 2011; 
Fields, 2016; Rasch, Verdooren, Pilz, 2019). While estimating the mean difference in the dependent variable 
among defined groups, a continuous variable may be an important explanatory variable contributing 
to the heterogeneity among defined groups. In this study, while estimating the gender gap in mean log 
earnings of workers across nine groups of occupations and two groups of work status, years of education 
have been considered an important variable for its effect on earning of workers. Herein, statistical control 
is required to explain variation in dependent variables across defined groups as independent variables. 
The analysis procedure employed for this statistical control is the analysis of covariance (ANCOVA). 

3.4 Covariate 
Educational attainments of workers, measured in years, are considered a covariate. Including education, 
a continuous variable, as a covariate reduces the error variance while capturing the effect of factors 
(occupation, work status and gender) on variation in mean earning. While estimating the gender 
earnings gap, the mean difference in the earning of the workforce from work is estimated for separate 
groups of workers as per their occupation and work status, years of education is considered a covariate. 
Now, estimated marginal means are adjusted for mean years of formal education of workers, i.e., 9 years  
of formal education. The rationale behind this adjustment process is to neutralise the effect of variations 
in the educational attainment of workers. If the mean years of education of any comparison groups  
are above average than that of another group (s) in comparison, then the mean score of that group  
on the dependent variable will be lowered and vice-versa. The degree to such adjustments on the mean 
score for any group depends on how far above or below average that group stands on the control variable, 
i.e., comparison group. Adjustment of mean scores on the dependent variable in this fashion provides 
the best estimates of various comparison groups as they had identical means on the control variable(s). 
Herein, workers’ education is treated as a covariate to neutralise the effect of the mean earning gap  
of workers across diverged occupational groups and for different work statuses of workers.

4 RESULTS AND DISCUSSION
4.1 Persistence of gender earnings gap
The study found a significant variation in the estimated marginal mean earning by gender  
(F1, 94409 = 1 660.583, p < 0.01). The estimated marginal mean of log earning of male workers, i.e., 9.356 
(₹ 11 568), is witnessed to be higher than their female counterparts, i.e., 8.800 (₹ 6 634.24), indicating  
a difference of Ln 0.556 in their mean earning (Table 1). It indicates that the earnings of male workers are 
1.744 times more than that of female workers in general. The study found a significant earning gap of male 
and female workers regardless of their occupation and work status, which signals the prevalence of gender  
discrimination. As education/skill effect of all workers is neutralized, hereby gender can be considered  
as a basis of earning gap among workers. It’s worth highlighting the research findings of Mor et al. (2020), 
which underlined those male managed ventures survive for a longer period than their female counterparts. 
An ample of studies have brought out the reasons for gender earnings gaps. Among many, gender differences  
in human capital endowments (Gangel and Ziefle, 2009), glass ceiling as well as sticky floors for female 
workers (Nazier, 2017), motherhood and family responsibilities (Presser, 1995; Casper and O’Connell, 
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1998; Bianchi, 2000), gender prejudices related to an occupational preference (Leuze and Strauß, 2016) 
have been some of the important reasons for the persistence of gender earnings gap. So far Indian 
labour market is concerned. Females require flexible working hours to handle household responsibilities 
such as childcare concerns and management of household tasks. High paying work opportunities with 
specific skill requirements and working hours are more rigid are considered less attractive for female 
workers. Despite lack of financial resources, females choose not to work with organizations with rigid  
working hours in India. With this, 1st maintained hypothesis of the absence of the gender earnings gap can be  
rejected.

Table 1  Mean earning gap by gender of workers

Notes:  Response variable: Ln (earning of workers in ₹); a indicates that covariates appearing in the model are evaluated at 9 years of formal 
education. * indicates significant at 0.01 level of significance; b natural Log of mean monthly earning of workers; c antilog of mean monthly 
earning gap by gender.

Source: Author's calculations

Sr.  No  Gender of worker Loge’Xb Mean earning 
difference Antiloge’Xc

(i)  Male workers  9.356a .556*

1.744
(ii) Female workers 8.800a –.556*

The effect of linearly independent pairwise comparisons among the estimated marginal means: F test

Sum of Squares DOF Mean Square F

Contrast 694.385 1 694.385
1 660.583*

Error 39 477.818 94 409 0.418

4.2 Prevalence of gender earnings gap across occupations
Table 2 provides the mean log earnings of workers by occupation. Segregated factorial analysis about 
occupation indicates that the grand mean of log earnings for all workers are found to be 9.078 (₹ 8 760.42), 
ranging from 9.408 (₹ 12 185) for managers to 8.779 (₹ 6 496.37) for craft and related trade workers. There 
is a significant variation in the estimated marginal mean earning of workers among various occupational 
groups as indicated by F8, 94409 = 313.471, p < 0.01. 

Table 2 clearly indicates a significant earning gap among workers in diverged occupations. So far  
as occupational group A is concerned, the mean earning of workers is significantly higher than the workers 
in other occupations except for workers in occupational group D (clerical support workers). Similarly, 
the mean earning gap of workers in occupational group B is less than those working with occupational 
group A but greater than those in other occupational categories. This difference is found significant for 
all workers except for those working in group D.  Similarly, the mean earnings of workers in occupational 
group C is less than those working with occupational group A, group B and group D but greater than 
those in other occupational categories.

So far as the mean earning gap of workers in occupational group D is concerned, the mean earning  
of workers for this occupational group is significantly less than those working with occupational 
group A, group B and group C but greater than those in other occupational categories. Similarly, the 
mean earning gap of occupational group E is significantly less than those working with occupational 
group A, group B, group C and group D but greater than those in other occupational categories. 
The mean earning gap of occupational group F is significantly less than those in other occupational 
categories, except for workers working with occupational group G. At the same time, the mean 
earning gap of occupational group G is significantly less than those in all other occupational groups. 
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The mean earning of workers working with occupational group H and group I is significantly 
less than those in other occupational groups except the mean earning of workers in occupational 
group H (Table 3). It clarifies that the mean earning of workers in diverged occupational groups differ  
significantly.

Table 3   Mean difference in the log monthly earning of workers of specified occupational group with other 
occupational groups

Note:  * significant at 1 percent levels of significance.
Source: Author's calculations

Table 2  Mean earning of workers across occupations

Notes:  Response variable: Ln (earning of workers in ₹); a indicates that covariates appearing in the model are evaluated at 9 years of formal 
education; * indicates significant at 0.01 level of significance.

Source: Author's calculations

Number  
of occupational 

groups 
Name of occupational groups Mean earning of workers

A Managers 9.408a

B Professionals 9.294a

C Technicians and associate professionals 9.133a

D Clerical support workers 9.387a

E Service and sales workers 9.014a

F Skilled agricultural, forestry and fishery workers 8.901a

G Craft and related trade workers 8.779a

H Plant & machine operators and assemblers 8.952a

I Elementary workers 8.834a

Grand mean 9.078a

The effect of linearly independent pairwise comparisons among the estimated marginal means: F test

Sum of squares DOF Mean square F

Contrast 1 048.643 8 131.080
313.471*

Error 39 477.818 94 409 0.418

Occupational 
groups

Occupational groups

1 2 3 4 5 6 7 8 9

A – .113* .275* .021 .394* .506* .628* .456* .574*

B –.113* – .162* –.092 .280* .393* .515* .342* .461*

C –.275* –.162* – –.254* .119* 231* .354* .181* .299*

D –.021  .092  .254* – .373* .485* .608* .435* .553*

E –.394* –.280* –.119* –.373* – .112* .235* .062 .180*

F –.506* –.393* –.231* –.485* –.112* – .122* –.050 .068

G –.628* –.515* –.354* –.608* –.235* –.122* – –.173* -.055*

H –.456* –.342* –.181* –.435* –.062 –.050 .173* – .118*

I –.574* –.461* –.299* –.553* –.180* –.068 .055* –.118* –
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Herein, the occupational earnings gap, as indicated in the present study, is following the investigation 
by Cortes and Pan (2017), which explored that upper-tier work opportunities are typically associated with 
managerial, professional, technical professionals, whereas clerical support workers, skilled workers in agri-
business, service workers signify middle-level occupational categories. The defined work opportunities 
differ in cognitive, managerial and technical skills leading to earnings gap among workers, as indicated 
in the research findings of Turner et al. (2017). 

Table 5 signifies the gender earnings gap across diverged occupations, work status and gender  
of workers. It makes clear that significant gender earnings gap exists across all occupational groups. 
A perusal of statistics in Table 5 clarifies that the gender earnings gap is witnessed to be maximum  
in occupational group G as the earnings of male workers are estimated to be 2.35 times more than that 
of female workers. In this same line, the gender earnings gap is high for workers in occupational group 
C (2.17 times) followed by group H (1.85 times), in favour of male workers. It is observed to be least 
for workers in occupational group D (1.13 times), preceded by occupational group E (1.64 times) and 
occupational group A (1.66 times). 

Resultantly, it can be concluded that there exists significant gender earning gap of workers working 
with diverged occupational groups and education/skill of workers are not responsible as its effect  
is neutralized to drive out the effect of factor under consideration. The prevalence of the gender earnings 
gap across occupations, as brought up by this study, is consistent with the research findings of several 
studies. Certain studies have underlined the choice of occupational groups for work (Turner et al., 2017) 
on various parameters. Studies on labour market segmentation by gender (Georgellis and Wall, 2005; 
Pendakur and Pendakur, 2007; Levanon et al., 2009; Anderson et al., 2015; Madan, 2019) have underlined 
earning variations under gender dominating occupations. This makes clear that gender earning gaps 
across occupations is India is in line with other countries for which segregated skill requirement and work 
experience are the main reasons. Hence, our 2nd maintained hypothesis of type of occupation or occupational 
diversity is not the reason of wage-earning of workers across can be rejected. 

4.3 Earnings gap and work status of workers
So far as the work status of workers is concerned, there exists significant variation in the estimated marginal 
means in the monthly earning of self-employed and wage/salaried workers as indicated by the value  
of F statistic (F1, 94409 = 546.217, p < 0.01), ranging from Ln (8.918) (₹ 7 465.14) for self-employed workers 
to Ln (9.238) (₹ 10 280.46) for regular salaried employees. The mean log earning of regular wage workers 
is significantly greater than own account workers indicating that the earning of regular wage earners  
is 1.377 times more than own-account workers (Table 4). 

Notes:  Response variable: Ln (earning of workers in ₹); a indicates that covariates appearing in the model are evaluated at 9 years of formal 
education; * indicates significant at 0.01 level of significance; b natural Log of mean monthly earning of workers; c antilog of mean monthly 
earning gap by gender.

Source: Author's calculations

Table 4  Monthly mean earning gap from work by work-status of workers

Sr.  No Work status Loge’Xb Mean earning 
difference Antiloge’Xc

A  Self-employed workers  8.918a –.320*

1.377
B Regular wage/salaries employees 9.238a .320*

The effect of linearly independent pairwise comparisons among the estimated marginal means: F test

Sum of squares DOF Mean square F

Contrast 228.405 1 228.405
546.217*

Error 39 477.818 94 409 0.418
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Several studies, herein, supported earnings gap in accordance with the work status of workers (Evans 
and Leighton, 1989; Hamilton, 2000). Moreover, divergence in work status has different requirements 
related to skill, finance, and scale of operation, leading to earning gap from work. 

Though the gender earnings gap is a common feature for all workers, it is more prominent among self-
employed workers than regular wage/salaried workers. Self-employed male workers earn 1.95 times more 
than female workers, whereas regular wage male workers earn 1.55 times than female workers, on average.  
This clarifies that the gender gap persists in the earnings of workers regardless of their work status.  
The perusal of statistics, in this concern, shows that the gender earnings gap for self-employed workers 
and regular salaried workers differ in accordance with occupational categories (Table 5). Numerous studies 
provide support for the gender earnings gap in this concern. Different occupations require different skill 
requisites, financial requirements, operation scale, and labour market endowments, leading to an earning 
gap among workers.

Most females choose to become self-employed due to childcare concerns, flexible working timings 
(Presser, 1995; Casper and O’Connell, 1998; Bianchi, 2000), and do not spend sufficient time on their 
work. Moreover, female self-employed workers tend to start with work wherein financial requirements are 
comparatively less (Georgellis and Wall, 2000b), leading to a gender earnings gap. Further, the dominance 
of male workers in gainful employment options is also one of the reasons for the gender earnings gap 
(Georgellis and Wall, 2000a). 

Table 5  Gender earnings gap by occupation and work status

Broad occupational groups  
and description Work status Gender *Loge’X

Gender 
earnings 

gap
**Antiloge’X N

Managers (Category A) 
Chief executives, senior officials, 

legislators, administrative  
and commercial managers, production 

and specialised services managers, 
hospitality, retail and other services 

managers

 Self-employed 
workers

Male 9.393 0.941 2.389 6 546

Female 8.522 882

Total 8.958 7 428

Regular salaried/
wage workers

Male 9.929 0.129 1.153 1 898

Female 9.787 257

Total 9.858 2 155

Total

Male 9.661 0.757 1.660 8 444

Female 9.154 1 139

Total 9.408 9 583

Professionals (Category B)
Science and engineering professionals, 

health professionals, teaching 
professionals, business and administration 

professionals, information  
and communications technology 

professionals, legal, social and cultural 
professionals

Self-employed 
workers

Male 9.353 0.706 2.036 1 722

Female 8.642 279

Total 8.998 2 001

Regular salaried/ 
wage workers

Male 9.773 0.365 1.439 3 710

Female 9.409 1 917

Total 9.591 5 627

Total

Male 9.563 0.308 1.713 5 432

Female 9.025 2 196

Total 9.294 7 628
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Broad occupational groups  
and description Work status Gender *Loge’X

Gender 
earnings 

gap
**Antiloge’X N

Technicians and associate professionals 
(Category C)

Science and engineering associate 
professionals; health associate 

professionals; business and administration 
associate professionals; legal, social, 

cultural, and related associate 
professionals; information  

and communications technicians)

Self-employed 
workers

Male 9.387 0.866 2.512 797

Female 8.466 118

Total 8.927 915

Regular salaried/ 
wage workers

Male 9.656 0.647 1.887 4 005

Female 9.021 2 420

Total 9.339 6 425

Total

Male 9.522 0.617 2.177 4 802

Female 8.744 2 538

Total 9.133 7 340

Clerical support workers (Category D)
Occupation as general and keyboard 

clerks; customer services clerks; numerical 
and material recording clerks and other 

clerical support workers

Self-employed 
workers

Male 9.322 0.179 1.074 81

Female 9.251 20

Total 9.286 101

Regular salaried/ 
wage workers

Male 9.577 0.163 1.197 3 206

Female 9.397 875

Total 9.487 4 081

Total

Male 9.449 0.163 1.133 3 287

Female 9.324 895

Total 9.387 4 182

Service and sales workers (Category E)
Personal service workers; sales workers; 

personal care workers and protective 
services workers

Self-employed 
workers

Male 9.275 0.469 1.486 6 435

Female 8.879 785

Total 9.077 7 220

Regular salaried/ 
wage workers

Male 9.248 0.679 1.813 6 497

Female 8.653 1 539

Total 8.951 8 036

Total

Male 9.262 0.607 1.642 12 932

Female 8.766 2 324

Total 9.014 15 256

Skilled agricultural, forestry and fishery 
workers (Category F)

Market-oriented skilled agricultural 
workers; market-oriented skilled forestry, 
fishery, and hunting workers; subsistence 

farmers, fishers, hunters and gatherers

Self-employed 
workers

Male 9.001 0.651 1.775 19 762

Female 8.427 2 341

Total 8.714 22 103

Regular salaried/ 
wage workers

Male 9.337 0.564 1.644 339

Female 8.840 42

Total 9.089 381

Total

Male 9.169 0.649 1.707 20 101

Female 8.634 2 383

Total 8.901 22 484

Table 5                                                                                                                                                                                           (continuation)
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Broad occupational groups  
and description Work status Gender *Loge’X

Gender 
earnings 

gap
**Antiloge’X N

Craft and related trade workers 
(Category G)

Building and related trades workers, 
excluding electricians; metal, machinery 

and related trades workers; handicraft 
and printing workers; electrical and 

electronic trades workers; electronics 
and telecommunications installers and 

repairers; food processing, wood working, 
garment and other craft and related trades 

workers

Self-employed 
workers

Male 9.200 1.179 3.180 4 472

Female 8.043 1 412

Total 8.621 5 884

Regular salaried/ 
wage workers

Male 9.217 0.614 1.751 4 525

Female 8.657 460

Total 8.937 4 985

Total

Male 9.208 1.059 2.358 8 997

Female 8.350 1 872

Total 8.779 10 869

Plant & machine operators and 
assemblers (Category H)

Stationary plant and machine operators; 
assemblers; drivers and mobile plant 

operators

Self-employed 
workers

Male 9.247 0.827 2.199 3 153

Female 8.459 68

Total 8.853 3 221

Regular salaried/ 
wage workers

Male 9.111 0.477 1.742 5 093

Female 8.556 153

Total 9.051 5 246

Total

Male 9.260 0.581 1.852 8 246

Female 8.644 221

Total 8.952 8 467

Elementary occupations 
(Category I)

Cleaners and helpers; agricultural, forestry 
and fishery labourer; labourer  

in mining, construction, manufacturing, 
and transport; food preparation assistants; 
preparation assistants; street and related 
sales and service workers; refuse workers 

and other elementary workers

Self-employed 
workers

Male 9.105 0.637 1.738 2 905

Female 8.552 285

Total 8.828 3 190

Regular salaried/ 
wage workers

Male 9.118 0.677 1.745 3 770

Female 8.561 1 677

Total 8.839 5 447

Total

Male 9.111 0.649 1.742 6 675

Female 8.556 1 962

Total 8.834 8 637

Total

Self-employed 
workers

Male 9.254 0.783 1.958 45 873

Female 8.582 6 190

Total  8.918 52 063

Regular salaried/ 
wage workers

Male 9.459 0.43 1.556 33 043

Female 97 9 340

Total 9.238 42 383

Total

Male  9.356 0.504 1.744 78 916

Female 8.800 15 530

Total 9.078 94 446

Table 5                                                                                                                                                                                           (continuation)

Notes:  Response variable: Ln (earning of workers in ₹); a indicates that covariates appearing in the model are evaluated at 9 years of formal 
education; b mean difference indicate earning gap of female and male workers (female earning – male earning); * natural Log of mean 
earning of workers; ** antilog of mean earning gap by gender.

Source: Author's calculations
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So far as the gender earnings gap among self-employed workers is concerned, it is witnessed  
to be highest for workers in occupational group G (by 3.18 times) followed by occupational group C  
(by 2.51 times), occupational group A (by 2.38 times) and occupational group B (by 2. 03 times). 
Hereby, it is evident that the gender earnings gap is a common feature of the Indian labour market  
as witnessed in many countries of the world (Table 5). The gender earnings gap is least in occupational 
group C, preceded by occupational group D. Similarly, an examination of earnings of regular workers 
makes clear that the gender wage gap of regular wage/salaried workers is comparatively less than for 
self-employed workers. The gender earnings gap, in favour of male workers, is found to be highest 
for workers in broad occupational group C (1.88 times), followed by those in occupational group 
E (1.81 times). This makes us refute 3rd hypothesis gender earning gap does not differ in between self-
employed and regular salaried workers as gender earning gap is significantly more in salaried workers than  
self-employed.

CONCLUSION AND SUGGESTIONS
The study highlights the fact that there exists a considerable earnings gap in the labour market. 
A significant part of gender earnings gap among workers has been explained in general and by occupational 
diversity and work status of workers working as a self-employed or regular wage worker. At the same 
time, the effect of educational attainments has been neutralised to fetch real earnings gap across 
occupations, work status and gender separately as education/skill provide a basis for earning gap  
of workers. However, the persistence of the gender earnings gap within occupational groups and within 
the same work status reflects the prevalence of the gender earnings gap. The study found significant 
gender earnings gap across occupations and the work status of workers. The occupational choices  
of females depend not only on future promotional and growth prospects but also on the family structure 
to accommodate family requirements and work. This makes females choose such occupations to work 
wherein they can accommodate their family requirements resulting in lesser earnings compared to their 
male counterparts. Working as self-employed or regular wage/salary workers is also a cause of earnings 
gap among workers. The earnings of self-employed is witnessed to be lesser than salaried employees. 
Females choose to become self-employed due to childcare concerns, movement constraints to work 
outside and other household responsibilities and require flexibility in working timings. At the same 
time, they cannot devote sufficient time towards their work and invest financial resources compared 
to their male counterparts, which results in a wider gender earnings gap for self-employed female  
workers.

Herein, the study recommends the removal of gender discrimination to raise the self-esteem of female 
aspirants, enabling them to contribute with more productivity. At the same time, it is important to raise  
the productivity potential of the female workforce. Herein, professional/vocational education is an important  
measure. Further, special provisions, e.g., easy finance, marketing, advertisement facilitating, need  
to be given to the self-employed, especially for female workers, in compensation for their unremunerative 
services rendered at home in ‘bringing-up the civilisations’ for humanity. This helps in the promotion  
of entrepreneurship culture in society.

Furthermore, the gender earnings gap may reduce female workers’ enthusiasm to put less effort, 
which constitutes half of the labour force. It might reduce the incentives to invest in female education 
and training, which may negatively affect productivity growth. Again, ‘demotivational factors’ leading  
to the gender earnings gap need to be eliminated to ensure equal monetary reward for workers with 
similar skills and attributes across occupations as these led to depression and social tensions. There are 
many factors such as family background, cultural differences, mode & type of schooling, managerial 
capabilities etc. of workers which may affect the earning potential of workers but lack of data/information 
on the same is the limitation of the study.
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Abstract

Road traffic accidents are a growing public health concern. In this study, we focused on analyzing  
and forecasting the monthly number of accidents, number of injuries, and number of deaths in Algeria over 
the period (2015–2020). For this purpose, hybrid forecasting models based on equal weights and in-sample 
errors were fitted, and we compared them with the seasonal autoregressive moving average (SARIMA) models. 
The three models retained for forecasting until 2022 are all hybrid models, one based on equal weight and two 
models based on in-sample errors (using the RMSE indicator). Furthermore, the hybrid models outperformed 
the SARIMA models for short (6 months), medium (12 months), and long horizon (24 months). The forecasting 
results showed that we expect an increase in the number of accidents, the number of deaths, and the number 
of injuries over the next 12 months. Policymakers must enhance strategies for prevention and road safety, 
especially in rural areas, where the highest rate of fatalities is recorded.
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INTRODUCTION
Road traffic accidents are a real public health issue, adding that, its negative effects go beyond the health 
dimension to the social and economic dimensions Racioppi et al. (2004). According to the World Health 
Organization (WHO), road traffic accidents (RTA) cause 1.3 million fatalities with more than 5 million 
people injured during 2020, see WHO (2021). The other dark side is the social and economic consequences 
of road traffic accidents which include degradation of the quality of life and psychiatric impacts for  
the victim and its family (Mayou et al., 1993), loss of productivity, the cost of the legal system, and medical 
costs (Ansani et al., 2020; Bardal and Jørgensen, 2017; Chen et al., 2019).

Specifically, Algeria is in the top ranking of the most affected developing countries owing to road 
traffic accidents. Statistics show an increase of 42.6% in the number of RTAs in the first five months  
of 2021 compared with 2020. The same tendency was recorded for the number of injuries and the number 
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of fatalities, which increased by 40.8% and 21.6%, respectively, compared to the first five months in 2020.  
On the other side, the number of vehicles in Algeria was estimated at more than 6.4 million in 2018;  
in the same year 255 538 new vehicles have been registered. However, according to the data delivered  
by the National Office of Statistics ONS Algeria (2021) there were 6.1 million cars in 2017, representing  
an annual increase of 4.1%. The challenge of reducing the number of accidents has led many researchers  
to provide solutions to determine the effective factors in accident occurrence and to present comprehensive 
safety programs and strategies. The main aim of this study is to demonstrate the optimality and accuracy 
of hybrid models in forecasting the trajectories of the number of RTAs, mortalities, and injuries in Algeria.

To the best of the author’s knowledge, few studies have applied hybrid methods to predict the patterns 
of road traffic accidents. This study is a new step in providing high-quality statistics in terms of reliability 
and regularity over a relatively long period, which can help decision-makers monitor and evaluate the 
efficiency of prevention strategies. The key objectives are (i) to explore the patterns of road accidents 
in Algeria by considering the spatial dimension, and (ii) to introduce hybrid models for forecasting  
the trajectories of the number of accidents, the number of injuries, and deaths.

The remainder of this article is organized as follows: the next section discusses the most frequently 
used models in forecasting. Second section presents the main features of the hybrid forecasting models. 
The third section describes the RTA data for Algeria. The fourth section presents the main results  
of modeling and forecasting. The last two sections discuss, conclude and summarize the findings  
of the study.

1 OVERVIEW OF FORECASTING METHODS 
With the development of computer and simulation techniques, several statistical models (linear  
and non-linear) have emerged and have been applied in the field of modeling and forecasting of time series  
data, the most important of which is the Box-Jenkins method Box and Jenkins (1970), which is a useful 
linear model that has proven its efficiency and importance in the field of forecasting Ihueze and Onwurah 
(2018). In a general context, Hyndman and Athanasopoulos (2018) provide a good reference for the best 
practices and forecasting principles. We also mention the book of the time-series analysis by Hamilton 
(2020). On the other hand, with the development of machine learning and big data, non-linear models 
such as artificial neural networks (ANN) have emerge and have also been applied with great acceleration 
over the past years, principally by Delen et al. (2006) and Rezaie et al. (2011). However, in practice,  
we face several challenges in choosing the optimal model for data and prediction, and we use information 
criterions as well as accuracy measures for forecasting. In light of this choice, the approach of merging 
these candidate models has emerged to reach a single prediction result, which we call the combined 
forecasting method, see Granger and Ramanathan (1984), and Armstrong (2001). The application of this  
approach is abundant in different fields; Zhang (2003) applied a hybrid method by combining ARIMA 
and artificial neural networks (ANNs) and concluded that such a combination can improve the forecasting 
accuracy better than the single original method. In the same axis Wang et al. (2013) combined ARIMA 
and the ANNs and tested to forecast different datasets. Abdollahi (2020) applied a hybrid model to forecast 
the dynamics of oil prices. We also mention the study carried out by Rezaie et al. (2011), who applied 
artificial neural networks to predict the severity of road accidents, and revealed that several factors, 
such as human factors and weather factors could increase the crash severity in urban highways. Using 
the ARIMA and ARIMAX models, Ihueze and Onwurah (2018) attempted to predict the trajectories  
of road accidents in Anambra State (Nigeria). They concluded that transfer function models (ARIMAX) 
are preferred over ARIMA models. 

Yusuf et al. (2015) used fuzzy logic to develop a hybrid approach for forecasting enrolment and car road 
accidents. The findings of the study showed that the presented method performs better the forecasting 
results comparing to other existing methods. Barba et al. (2014) presented a combination of ARIMA models 
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and autoregressive neural networks (ANNs) to improve the forecasting of traffic accidents. Following 
a two-step strategy of combination, they revealed that an ARIMA-HSVD (Hankel matrix) performed 
better in the forecasting results compared with other combinations. In recent study Sangare et al. (2021) 
developed a new combination framework with a Gaussian mixture model (GMM) and a support vector 
Classifier (SVC) to forecast urban traffic, they revealed that the new hybrid approach performed better 
than the road accident baseline statistical models. 

2 HYBRID FORECASTING MODELS
Recently, the approach of forecast combining has been widely applied in different fields of research,  
the main idea of which is to combine the forecasts from different techniques such as ARIMA models, 
ETS (Error, Trend, Seasonal), and ANN,... the process of combination is based on the weights of each 
technique to the final forecast output; in practice, we can select the weights through in-sample errors, 
which was first introduced by Bates and Granger (1969), and the other way to select the weights is by 
cross-validation. The theoretical background of our study is based on the work of Bates and Granger 
)1969), which was the original study on this topic. In the same context Yang (2004) revealed that empirical 
research advocates that hybrid models usually improve forecasting accuracy over the original approaches. 

For our application, we used five forecasting methods: (1) the ARIMA model; (2) theta model, which 
was developed by Assimakopoulos and Nikolopoulos (2000); (3) neural network models Hill et al. (1996) 
based on feed-forward and sing hidden layers and lagged inputs; (4) the exponential smoothing state-space 
model (ETS) Hyndman et al. (2002); and (5) the TBATS model (exponential smoothing state-space model 
with Box-Cox transformation, ARMA errors, trends, and seasonal components), De Livera et al. (2011).

In this study, we are interested in forecasting the number of road accidents, number of deaths,  
and number of injuries. We define ψ as a forecasting method that provides us the forecasts of 1 2 k 
at different horizons up to k, we can simply estimate the average risk R(ψ; k) to measure the accuracy  
of the ψ method. To achieve this objective, we have a class of forecasting Ω that contains several statistical 
approaches Ω = {ψ1, ψ2, ..., ψm}, where: m may be finite or infinite. After forecasting, a probable departure 
et of the predicted values  from the real valuescan occur, and the optimal approach is that gives  
us the minimal discrepancy et.

In the context of the hybrid forecasting models, any forecasting technique ψ is called a combined 
forecasting procedure if the forecasts outcomes 1 2 k constitute a measurable function on the real  
values y1, y2, ..., yk and the values of  where 1 ≤ i ≤ k and 1 ≤ j ≤ m.

In a general form, the model that provides the combination of these forecasting methods can be 
defined as follows:

                           ,

where wi are the weights designed for each forecasting method, generally we have 1i
i

w �� , but this  
is not always the case, see for more details Lean et al. (2005). 

The process of combination can be applied with three approaches:
(1)  Equal weights (i.e.) iw n� ; which is a standard and robust method as depicted by Lean et al. (2005).
(2) Weights based on in-sample errors; the main idea of this method is to resolve a system of equations 
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The idea of this method was firstly introduced by Bates and Granger (1969), and we have several 
options to choose the function f  (et) as an indication, the R package we work on provides three functions  
(or errors measures): MAE: Mean Absolute Error, MASE: Mean Absolute Scaled Error and RMSE: 
Root Mean Square Error. 

(3)  Cross-validated weights; cross-validation of time series data with user-supplied models and forecasting 
functions is also supported to evaluate the model accuracy.
The comparison (and model evaluation) between different combined forecasting classes and between 

the SARIMA models was conducted using the following accuracy measures: the root mean squared

errors, 
� � � �2 2
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3 AN OVERVIEW OF ROAD TRAFFIC ACCIDENTIN ALGERIA
To analyze the trajectories of road traffic accidents in Algeria, we used data that are provided by the DNSR 
(Délégation Nationale à la Sécurité Routière) in 2020. The entire dataset was completed after obtaining 
a license and an official request was submitted to the administrative body of the Ministry of the Interior. 
In practice, however, the process of collecting information on traffic accidents is undertaken by the Civil  
Protection, the National Gendarmerie (in rural areas), and the police (in urban areas), after this step,  
the DNSR mission is to prepare, clean, and organize these data and elaborate periodical reports about 
the road traffic accidents in the country. 

As a global fact, road traffic injuries are among the foremost factors of mortality in the general 
population. Specifically, children and young adults aged 5–29 years were most affected by these accidents. 
This is true for Algeria, as the pyramids in Figure 2 showed the distribution of deaths and injuries according 
to sex and age. We can see that the most affected age-category is 25–29 years for both sexes. Figures  
in 2020, and as a cumulative frequency, 43.6 % of the deaths and 55.9% of injuries were among persons 
aged under 29 years. Regardless of the age category, gender statistics show that males are more likely  

Figure 1  Hybrid forecasting models

Source: Own construction
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to be involved in road traffic crashes than females. Approximately three-quarters (73.1%) of all road  
traffic deaths occur among young men under the age of 25 years, who are almost three times as likely  
to be killed in a road traffic crash as young women.

Figure 2  Distribution of traffic accident victims by age and sex in 2020

Source: Author’s computations based on data provided by the DNSR (2020)

According to statistics provided by the Office National des Statistiques (ONS Algeria), the total 
number of under-five child mortality was 22 240 in 2019 (for both sexes). The data delivered by the DNSR 
showed that the number of fatalities among children under five years of age was 25. Consequently, 1.1%  
of the total deaths among children under five years of age were caused by traffic accidents. Furthermore, 
the mortality rates were much higher for boys than girls. As conjectural figures, and based on the recent 
statistics provided by the DNSR in June 2021, we found a clear increase either in the number of accidents 
and the number of death and injuries, this is shown in Table 1.

Table 1  Evolution of the number of crashes, number of injuries, and number of deaths between 2020 and 2021

Source: Author’s computations based on data provided by DNSR (2020, 2021)

Year Accidents Injuries Deaths

2020 7 216 9 708 1 065

2021 10 292 13 664 1 295

In the first five months of 2020, the number of accidents was 7 216, but in the same period in 2021,  
the number of accidents was 10 292, with an increase of 42.6 % compared to 2020, the same tendency was 
recorded for the number of injuries and the number of fatalities, respectively, with an increase of 40.7 %  
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and 21.6% compared to the first five months in 2020. This high variation between the two periods can be 
explained by the strategies of the containment due to Covid-19 taking by the government at the beginning 
of 2020, which has been (after July 2020) removed (partially) by allowing traffic between and among states. 

Figure 3  Spatial distribution of the number of crashes, number of injuries, and number of deaths in Algeria

Source: Author’s computations based on data provided by the DNSR (2020)

There was a significant difference in the number of accidents, the number of fatalities, and the number 
of injuries and across the 48 states of Algeria, as shown in the three maps in Figure 2. Furthermore, 
we estimated the road fatality rate (RFT), and heterogeneity still existed among the states. This spatial 
analysis can be used as an indicator of comparison among regions and allows policymakers to develop 
suitable strategies for each region to improve road safety in the country. If detailed statistics for  
the 48 states of Algeria are available, we believe that spatial modeling approaches, such as geographically 
weighted regression (GWR), could provide more insights into the spatial differentiation of road traffic 
accidents in these states, and a recent study conducted by Wachnicka et al. (2021) showed the reliability 
of this statistical method to identify regional differences in road traffic accidents in Europe. 

At another decomposition level, statistics showed that the number of accidents in urban areas was 
15 211, representing 66.2% of the total number of accidents. This was twice the number of accidents  
in rural areas. Compared to 2019, the number increased by 5.1% in urban areas and decreased by 16.3% 
in rural areas. However, the number of deaths due to traffic accidents is mainly in rural areas. In 2019, 
the total number of deaths due to road accidents was 2 599, that was 79.4% of the total number, four 
times higher than in urban areas. The rural traffic network is characterized by ease of traffic, which 
allows high speeds and a low level of surveillance, representing the greatest challenge in terms of security.

4 RESULTS 
4.1 Stationary time series analysis
The plots in Figure 3 describe the trajectories of the number of accidents, deaths, and injuries in Algeria 
over the period (2015–2020) as the monthly frequency. Graphically, the three variables exhibited  
the same pattern over the study period, with a slightly decreasing trend over the period in which  
a seasonal component in the time series was clearly observed. The descriptive statistics showed that  
the average number (per month) of accidents was 2 426, of deaths, and 328 and 3 682 injuries per 
month, respectively. Based on the coefficient of variation (CV), we found the same level of dispersion for  
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the number of accidents and number of deaths (27.3% and 26.5 %, respectively). In contrast, the highest 
dispersion was recorded for the number of injuries, with a coefficient of variation of 35.1%. We noted  
a slight decrease in the number of road traffic accidents in the last year (2020), as well as in the number  
of injuries and deaths. This decrease may be due to lockdown strategies caused by the Covid-19 pandemic, 
as health authorities in Algeria have taken several safety measures to reduce transportation by 2020, 
which has witnessed a large spread of the virus. 

An analysis of the outliers was conducted in order to test the validity of the hypothesis of the effect  
of the lockdown on the reduction in the number of accidents. Specifically, we aim to investigate  
the presence of level shifts, transient changes, and innovation outliers in the time series over the ten last 
months (March 2020 to December 2020). For this objective, we used the “tsoutliers” (v0.6-8; Javier, 2019) 
R package, which was developed on the approach of Chen and Liu (1993). Except for a transient change 
in the “Deaths” time series that was identified in 2020, the results revealed no presence of a significant  
switching in level for the three time series during the last year (i.e. in 2020). In contrast, before 2020,  
the test results showed the presence of a seasonal-level shift (SLS) in the number of “Accidents” time 
series. At the same time, transient and level changes were observed in the “Injuries” time series during 
2016 and 2017, more details are in the Appendix 3.

Figure 4   Time series plots of the evolution of the number of accidents, number of deaths, and number of injuries 
in Algeria over the period (2015–2020)

Source: Author’s computations based on data provided by the DNSR (2020)

For the normality assumption, we conducted statistical tests on the stationary time series, see  
the Appendix 2. The kernel densities in the left and right axis borders of the plots confirmed the non-
normality distribution of the stationary deaths time series and the normality of the injuries and accidents 
variables; these was also tested by the test of normality of Jarque and Bera. As detailed information about 
the shape of the data distribution, the Fisher skewness parameters showed that the number of deaths 
time series followed an asymmetric distribution (skewed left), the kurtosis coefficients indicated that  
the dispersion of the extremes values is higher in the time series of “number of deaths” compared  
to the other variables (number of accidents and number of injuries), a detailed reference in measuring 
skewness is conducted by Doane and Seward (2011).
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All seasonal 
frequencies

Tabulated test statistics at different significance 
level and different sample size Calculated test statistics

1% 5% 10% Accidents Deaths Injuries

n = 40 28.09 7.38 3.43

2.6123 2.7475 3.9065n = 60 28.137 7.36 3.49

n = 53* 28.12 7.37 3.47

Since the data doesn’t exhibit the trend, and this is for the three variables (Accidents, Injuries,  
and Deaths), we select to test the unit root hypothesis for “intercept” only, for the optimal lag selection  
in testing we follow the automatic option based on the Akaike Information Criterion (AIC), Akaike (1974). 
The critical values of the test were based on simulations, and all statistical programs provided critical 
values at different levels of significance, according to the sample size. In the literature, we find several 
seasonal unit root tests, but the most commonly used is the Hylleberg, Engle, Granger, and Yoo (HEGY) 
test; see Hylleberg et al. (1990).  For application, Ronderos (2019) provided a simple and comprehensive 
procedure using the Eviews program.

Table 2  Seasonal Unit Root Test for the three time-series using the HEGY method

Note:  n = 53* included observations after adjustment, which are obtained using linear interpolation. For the frequencies, typically, we worked  
 on 0-frequency, 2π/4, 6π/4 and π.

Source: Author’s calculation

Table 3  The Augmented Dicky-Fuller Unit-Root test

Source: Author’s calculation

Series
p. value at level p. value at first (trend) difference

None Intercept Intercept & 
Trend None Intercept Intercept & 

Trend

Accidents 0.3421 0.0684 0.2244 0.0000 0.0001 0.0004

Fatalities 1 0.1361 0.9971 0.3138 0.0154 0.0203

Injuryies 1 0.9986 0.0171 0.5541 0.0016 0.0056

The null hypothesis of this test states that a unit root exists at a specified frequency periodicity.  
To test this hypothesis, we select the option “all frequencies”, and we worked on adjusted sample size  
n = 53 which is close to the lower and upper values of the simulation, in our case, the lower is n = 40 
and the upper is n = 60. Thus, because the critical values of the test statistics (2.61, 2.74, and 3.90) were  
smaller than the critical value (7.37) at the 5% significance level, the null hypothesis is accepted.  
The seasonality in the statistical series is expressed by the third quarter corresponding to major holiday 
trips, and the fourth quarter to social re-entry and the onset of bad weather as the most dangerous periods 
in terms of road traffic. In general, seasonality in road traffic accidents is partly due to traffic trends  
and partially due to weather conditions.

As shown in the last two columns of Table 3, the stationarity assumption of the three time series is 
confirmed by the computed p-values of the Augmented Dicky-Fuller test, which are all lower than the 
(0.05) significance level. Furthermore, this stationarity was confirmed by the autocorrelation (ACF) and 
partial autocorrelation (PACF) functions shown in Figure 4, which behave as stationary processes. More 
precisely, the plots of these functions show the absence of autocorrelation(moving average component) 
and partial autocorrelation (autoregressive component) in the series of accidents (Figure 5(a)) .The two 
components (moving average and autoregressive) are statistically significant for the series of deaths and 
injuries and (b) and (c), respectively.
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(a) (b) (c)

ACFACF ACFPACF PACF PACF

Figure 5  Autocorrelation and partial auto-correlations functions of the first difference of time series

Source: Author’s construction

4.2 Forecasting results and model comparison
After data preparation and stationarity analysis, the main thing remaining to achieve is model identification, 
selecting the optimal model, and forecasting the trends of the three variables. First, for the model
combination (and weight method), we worked on two methods: equal weight ( iw n� ), and in-sample 
errors. As indicated in the method section, we worked on five principal methods of forecasting; this 
selection is justified by two reasons: these methods are the most used in forecasting of time series, and 
also they are all available in the “forecastHybrid” (v.5.0.19; Shaub and Ellis, 2020) R package which helps 
researchers to usethis combining approach in other studies. 

Table 4  Accuracy of the Hybrid models comparing with SARIMA models

Note:  ME – Mean Error, RMSE – Root Mean Squared Error, MAE – Mean Absolute Error, MPE – Mean Percentage Error, MAPE – Mean Absolute 
Percentage Error, ACF1 – Autocorrelation of errors at lag 1. 

Source: Author’s computation based on R program

Variables Models ME RMSE MAE MPE MAPE ACF1

Accidents
Hybrid-M –15.344 159.366 127.216 –1.2002 5.721 0.049

SARIMA 19.963 179.506 129.932 1.161 5.814 0.407

Injuries
Hybrid-M –44.197 268.981 209.042 –2.067 6.419 0.068

SARIMA 15.121 329.972 229.096 0.972 6.973 0.383

Deaths
Hybrid-M 0.4302 33.4053 24.8803 0.014 7.969 0.614

SARIMA –5.3106 30.4623 23.2241 –3.031 7.921 0.006

Autocorrelation Partial Correlation Autocorrelation Partial CorrelationAutocorrelation Partial Correlation

Accident Death Injuries
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Table 4 presents the accuracy measures of the optimal hybrid-models and the SARIMA models.  
The performances indicators (ME, RMSE, MAE, MPE, MAPE, and ACF1) showed that the hybrid models 
outperformed the SARIMA models for the three variables(accidents, injuries, and deaths). For the ARIMA 
models, the optimal ones were: a SARIMA(1,1,1)(1,1,0)12 for the accident variable, and a SARIMA(0,1,1)
(2,1,0)12 for the injuries variable and a SARIMA(1,0,0)(1,1,0)12 with drift for deaths variable, detailed  
characteristics of the selected SARIMA model are in the Appendix 1. The predictions estimated  
by the hybrid-models and SARIMA models were validated using the dataset of the last 12 months  
(in 2020). The models retained for forecasting are all hybrid-models; one based on equal weight for  
the accident variable and the two rest models based on in-sample errors (of RMSE indicator). 

Figure 6  Hybrid-models forecasts for the number of accidents (a), number of Injuries (b), and number of deaths (c)

Note:  The dashed blue surfaces correspond to the upper and lower bounds of confidence intervals of prediction at the α = 0.1, and the dashed 
gray surfaces et the α = 0.05 significance levels of predictions. 

Source: Author’s plot using R program

2016                                                 2018                                                 2020                                                2022

2016                                                 2018                                                  2020                                                  2022

2016                                                  2018                                                  2020                                                 2022

(a)

(b)

(c)

0 
   

   
   

1 
00

0 
   

  2
 0

00
   

   
3 

00
0 

   
  4

 0
00

0 
   

   
   

 2
 0

00
   

   
4 

00
0 

   
  6

 0
00

0 
   

   
10

0 
   

 2
00

   
  3

00
   

  4
00

   
  5

00
   

  6
00



ANALYSES

194

As can be seen in Figure 5, we expect an increase in the number of accidents and the number  
of injuries and deaths, and we expect that the number of accidents in August 2021 to be (on average) 
2011 accidents, 2 945 injuries, and 335 deaths. The forecasts for the coming year (2022) follow nearly  
the same trajectories for the three variables.

5 DISCUSSION 
In this study, a descriptive and predictive analysis was carried out on road traffic accidents in Algeria 
over the period (2015–2020), where the hybrid forecasting models were estimated and compared with 
the Box-Jenkins models. The findings revealed that the combined methods outperformed the SARIMA 
models, and we expect an increase in the number of accidents, number of deaths, and number of injuries 
over the next 12 months. Detailed statistics and estimation results have been presented, but the challenge 
is how to transform these figures into strategies. 

This study presents, for the first time, the application of hybrid models to forecast the trajectories  
of road traffic accidents in Algeria. Our findings suggest the optimality of the hybrid models over  
the Box–Jenkins model. Compared with previous studies, this finding is broadly consistent with the study 
by Barba et al. (2014), which revealed the performance of combining Hankel matrix (HSVD)-ARIMA 
models with ARIMA models in forecasting traffic accidents in Chile. Similar results have been reported  
by Yusuf et al. (2015). Recently, Sangare et al. (2021) stated that the approach of the combination forecasting 
method was more accurate than baseline statistical methods in forecasting urban traffic accidents. 

It was found that the number of deaths due to road traffic accidents in rural areas was four times higher 
than that in urban areas. This result is in good agreement with those of previous studies. For example, 
Cabrera-Arnau et al. (2020) explored road accident data from England and Wales, and reported that fatal 
crashes were more likely in rural areas than in urban areas. This pattern was demonstrated by Darma 
et al. (2017) in Malaysia, who revealed that the number of traffic fatalities in rural zones (66% of total 
deaths) was higher than that in urban zones. Accordingly, by exploring national surveillance data in China, 
Wang et al. (2019) showed that rural areas have higher road traffic mortality rates than urban areas do.

The results showed that men (regardless of age) were more likely to be involved in RTAs than were 
women; this finding is consistent with previous studies on this topic. The same finding was reported 
by Razi-Ardakani et al. (2018), who confirmed that men had a higher risk of road traffic accidents  
and attempted to analyze the factors behind sex differences in traffic accident severity. By analyzing data 
on road traffic accidents in Ecuador, Algora-Buenafé et al. (2017) indicated that 81.1% of fatal traffic 
accidents corresponded to men and 18% to women. Similarly, Wang et al. (2019) revealed that men  
in China had higher road accident mortality rates than women. 

In terms of outlier analysis, there was a significant transient change in the total number of deaths 
after the lockdown due to the Covid-19 pandemic; However, this result was not conclusive in the case 
of Algeria. By contrast, recent studies in other countries have demonstrated the effects of pandemics  
on road safety. For example, Katrakazas et al. (2020) reported that the number of road accidents  
in Greece was reduced by 41% during the lockdown. In the same issue, Saladié et al. (2020) stated that  
the daily number of accidents was reduced by 74.3% during the period of lockdown in Tarragona province,  
Spain.

CONCLUSION
Summing up the results, it can be concluded that this study has shown the past and future dynamics  
of road traffic accidents in Algeria in terms of the number of accidents, injuries, and deaths. The optimality 
of the hybrid models over the Box-Jenkins model for forecasting RTAs is demonstrated. However, further 
studies are required to determine the optimal number of forecasting methods for the combined process. 
Several other questions remain to be addressed in order to better understand the pattern of road traffic 
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in Algeria. Specifically, future studies using regression models should be useful for estimating the effects 
of vehicle characteristics, road conditions, driver characteristics, and weather conditions on the dynamics 
of road traffic accidents in Algeria.
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APPENDICES

Appendix 1 Characteristics of SARIMA models

Model Variable AIC AICc BIC Variance Log-Likelihood

ARIMA(1,1,1)(1,1,0)12 Accidents 802.65 803.39 810.96 41429 –397.33

ARIMA(0,1,1)(2,1,0)12 Injuries 876.03 876.77 884.34 139 991 –434.02

ARIMA(1,0,0)(1,1,0)12 

with drift Deaths 613.98 614.71 622.36 1 410 –302.99

Note:   SARIMA model is defined as: ARIMA        (p, d, q)                         (P, D, Q) m          , where p: Trend Autoregressive component, 

 d: Difference order, q: Moving Average component. The seasonal part of the model is designed as P: Seasonal Autoregressive component,  
 D: Seasonal Difference order, Q: Seasonal Moving Average component, m: the frequency of the time series; here m = 12 which means  
 monthly data and it can exhibits an annual seasonal cycle.
Source: Own construction

(Non-seasonal part of the model) (Non-seasonal part of the model)
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Appendix 2 Plot of stationary time series with kernel densities in the axis borders

Source: Own construction

Note: (*) "AO" additive outliers, "LS" level shifts, "TC" temporary changes, "IO" innovative outliers and "SLS" seasonal level shifts.
Source: Own construction

Appendix 3 Summary of outliers’ analysis

Variable id Type(*) Time Coef. T-stat

Accident

1 AO 2016:02:00 –318.9 –3.394

2 AO 2016:07:00 356.9 3.700

3 TC 2017:03:00 –460.2 –3.639

4 IO 2019:06:00 616.4 3.579

Injuries

1 SLS 2016:08:00 –972.5 –3.654

2 TC 2017:03:00 –949.6 –3.969

3 LS 2017:10:00 –779.1 –3.274

Deaths
1 LS 2017:03:00 –92.84 –8.440

2 TC 2020:07:00 –106.34 –3.298
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Abstract

The price of Dogecoin has been influenced by Elon Musk’s tweets on several occasions. Moreover, there are 
repeating patterns in the Dogecoin prices. However, is there also a pattern to the timing of the tweets? Applying 
linear regression, we have been able to make the reverse analysis – to use hard financial data (prices) to analyse 
the human behaviour (tweets) that preceded and influenced the financial data. Selected tweets could be paired 
thanks to the projections of their timing on the regression line that had been created over the prices. Our model 
exhibits inaccuracies only in the order of the days. That is surprising, as pump schemes do not usually require 
such a high level of long-term deterministic timing.
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scheme, linear regression, time series analysis
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INTRODUCTION
Human behaviour has become an important component of financial market research, in addition  
to hard financial data. The proximate determinants of stock prices are supply and demand. That is, human 
activity is affected by sentiment as well as by firms` results. A clear example was the rise in the value  
of GameStop, caused by Reddit users (Morgia et al., 2021). Cryptocurrencies, and especially memecoins 
are more influenced by sentiment than are stocks, because they lack an agreed valuation standard. Social 
media amplifies these effects. 
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Many studies have focussed on modelling human behaviour. For example, Pentland (2006), Aipperspach 
et al. (2006), Lieder and Griffiths (2019). It turns out that some features can apply to both economic and 
non-economic behaviour. For example, Aipperspach et al. (2006) showed that the highly-skewed power-law  
distribution could model human movements in a house. The same distributions are also suitable for 
modelling company size (Lyócsa and Výrost, 2018), and also transactions between crypto wallets. 
Anomalies from these expected distributions can be caused by non-human activity – in the case of crypto 
wallets – by trading-bots (Zwang et al., 2018).

The use of trading-bots is not new. But they can now be much more efficient thanks to pump-and-dump  
schemes. These are common in cryptocurrency markets (Kamps and Kleinberg, 2018; Xu and Livshits, 
2019). And so is the impact of influencers like Elon Musk. The relations between his tweets and  
the price of bitcoin was confirmed by Tandon et al. (2021), and for Dogecoin by Cary (2021). His tweets 
can have an almost immediate major impact on the price of any altcoin. Occasionally, such impact 
can happen regardless of the intention. A quite bizarre recent example was Elon Musk’s tweet that 
mentioned J. R. R. Tolkien’s idea about free public ducks (Twitter, 2022). This caused a significant price rise  
in the homonymous cryptocurrency.

The aim of our paper is to model the timing of Elon Musk’s Dogecoin tweets. Our hypotheses are:  
H1: Behaviour of a market-influencer can be reversely derived from asset price movements. 
H2: There is a pattern to the timing of Elon Musk’s tweets.   

1 MATERIAL AND METHODS
The methods used in the analysis are linear regression, and exploratory analysis. There are two datasets 
(Coindesk, 2022; Twitter, 2022): the time series of Dogecoin prices (daily maximums of DOGE/USD) 
since the large pump event of 28/01/2021, and the time series of Elon Musk’s Dogecoin-related tweets 
during the same period. Daily maxima are used, as we intend to analyse pumps. During modelling all 
dates are converted to simple numbers. For example, 28/01/2021 = 1, and so on. We begin by setting 
out the time model of Dogecoin prices. As Figure 1 shows, there are similarities in price developments 
during Period 2 (blue area), compared to Period 1 (green area), and to Period 0 (white area). There are 
similarities in the patterns of peaks and troughs, though the length of the periods and the size of changes 
both increase over time. The similarities highlighted in alternative way are showed in Figure A1 in the 
Annex. This replication was also confirmed in our previous research, with 87% accuracy on a 3-month 
test set (Medzihorský, 2021). The accuracy was defined as 1 – γ, where γ is a mean error of prediction, 
calculated as follows: 
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As the predictions on the test set were calculated in that research only from historical prices  
by a simple equation, such high accuracy supports the assumption about replication. This is consistent with 
the results of Uras et al. (2020), who confirm the existence of time regimes for selected cryptocurrencies. 
The regimes differ from a random walk: for the best forecasts they recommend taking 200-day sequences. 
In addition, Ozdamar et al. (2021) confirmed high correlations between expected returns on crypto-
currencies and daily maxima during the previous month. So crypto-markets are not purely stochastic. 
They exhibit some level of a determinism.

If we assume that price developments during different periods follow the same general pattern (see 
arrows on Figure 1), then combining points from Periods 1 and 2 we can produce the time series regression 
in Figure 2. The selected points represent local minimums, maximums, or high daily yields. This model 
will help predict the timing of tweets. The final step of the analysis is a simple projection of the dates 
of tweets on the same regression line that was created in the time series model of price development.



ANALYSES

200

2 RESULTS 
There is almost a perfect correlation between the timing of selected points in Period 2 and Period 1 
(see Figure 2). We can confirm that the timing of selected movements of Dogecoin price is significantly 
 deterministic, and the lengthening of shapes is linear. However, this model is only auxiliary. We use it to find  
a suitable line to fit the timing of the tweets. Doing so, we also observe the determinism in the timing  
of the tweets (see Figure 3). As the intersections of the projections of tweet dates are approximately  
on the regression line, the hypotheses H1 and H2 are confirmed.

Figure 1  Logarithmic price of Dogecoin with highlighted replication of the shapes

Note:  Logarithmic scale (using natural logarithm) is used for clearer illustration of the shapes replication that is not obvious on a figure with  
the linear scale.

Source: Own processing from Coindesk (2022), and Medzihorský (2021)

Figure 2  Regression of selected time points

Note:  Dates are converted to simple numbers. For example, 28/01/2021 = 1, and so on. The selected time points in Figure 2 are represented  
by the arrows in Figure 1.

Source: Own processing
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However, our approach has important limitations. Only selected tweets can be analyzed this way – there 
are more tweets in Period 2 than in Period 1, so some cannot be paired together. Only a limited period 
is studied. Finally, the exact timing cannot be calculated by a simple line – there are some inaccuracies 
in the order of the days – see Figure 3 and Table 1.

Source: Own processing from Twitter (2022)

Applying the equation y = 3.1646x + 64.131 (Formula 1) to the converted dates of the tweets, produces 
the predictions shown in Table 1. The table shows some repeating inaccuracies. Predictions can be 
improved by incorporating this knowledge. We estimate the next tweet will be on 12 February 2022. 

Table 1  Tweet predictions based on Formula 1

Note:  Twitter should show date and time in the user’s time zone. In our case GMT+1 or 2 (depending on summer/winter time).
Source: Own processing from Twitter (2022)

Date of original
tweet 

Converted
date (x)

Future tweet
estimate (y)

Re-converted date
of estimate 

Real timing
of future tweet Inaccuracy 

1/28/2021 1th 67 4/4/2021 4/15/2021 11

2/4/2021 8 89 4/26/2021 4/28/2021 2

2/7/2021 11 99 5/6/2021 5/7/2021 1

4/1/2021 64 267 10/21/2021 10/27/2021 6

4/15/2021 78 311 12/4/2021 12/14/2021 10

4/28/2021 91 352 1/14/2022 1/14/2022 0

5/7/2021 100 381 2/12/2022 N/A N/A

Not only timing but also the quality and price impact of the tweets play a role (see Table 2). While 
the permanent impact of some earlier tweets – which led to a several-fold increase in price – could be 
valuable for Dogecoin holders, current tweets cause only pumps and dumps. There may be several reasons 
for this. First, the crypto market as whole is not currently achieving yields as high as it was, up to, say, 
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May 2021, when Dogecoin recorded its all-time-high. Second, Dogecoin tweets are more common. They 
are not novel. Third, alternative dog-based memecoins have been recently created. Perhaps surprisingly, 
even though recent Dogecoin tweets have included more economic context, this has not changed market 
reactions. In fact, memecoins depend on market sentiment. So, a tweet that includes some genuinely 
informed economic analysis does not necessarily change prices more than one without it. Also, one has  
to wonder if the supply of new Dogecoin fans has been exhausted – and existing fans` demands are 
satiated. On the other hand, demand for Dogecoin or any cryptocurrency can be positively influenced  
by the growing inflation as the inflation negatively affects, especially, cash holdings (Pintér and Mešťan, 
2020). 

There has also been a change in the form of the tweets. Pictures are no longer used. Putting words 
like ‘doge’ or ‘Dogecoin’ directly in the text can be more profitable for traders using bots than for others.

Table 2  Qualitative value and impact of the tweets

Note:  N-E – non-economic information; E – tweets with serious economic information like an acceptance of Dogecoin by a merchant;  
D – economic value depends on wider context. For example, putting literal Dogecoin on the literal Moon would not be economic relevant. 
However, it actually is relevant, as lunar cargo for DOGE-1 mission is financed by Dogecoin. Permanent price impact means that price  
has not declined lower than it was before the tweet; Temporary impact means that the price remained higher than before the tweet for 
one or more weeks. Pump-and-dump represents a quick decline within a week of the pump. Price impact is a yield, calculated as follows:  
Yield = max {Daily high price t , Daily high price t + 1, Daily high price t + 2} / Closing price t – 1 – 1; where t represents the date of the tweet.

Source: Own processing from Twitter (2022), and Coindesk (2022)

Date Quality of   information Form Price impact Duration of impact 

1/28/2021 N-E Text in picture 867% Permanent 

2/4/2021 N-E Multiple tweets 90% Permanent

2/7/2021 N-E Picture 86% Temporary

4/1/2021 D Text 31% Permanent

4/9/2021 N-E Picture 8% Permanent

4/15/2021 D Text + picture 387% Permanent

4/28/2021 N-E Text 30% Temporary

5/7/2021 N-E Picture 15% Pump-and-dump

5/11/2021 E Text -2% Pump-and-dump

5/14/2021 E Text 31% Pump-and-dump

5/20/2021 N-E Text + picture 0% Pump-and-dump

6/2/2021 N-E Picture 37% Pump-and-dump

7/2/2021 N-E Text in picture 4% Nearly zero effect

7/25/2021 E Text in picture 21% Pump-and-dump

9/22/2021 E Text 7% Pump-and-dump

10/27/2021 D Text 28% Pump-and-dump

10/31/2021 E Text 2% Nearly zero effect

12/14/2021 E Text 26% Pump-and-dump

12/23/2021 E Text 14% Pump-and-dump

1/14/2022 E Text 33% Pump-and-dump
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An important limitation of the calculation of price impact (see Table 2) – using a comparison  
with the closing price of the previous day – lies in price changes shortly before a tweet. An example  
is the tweet on 14 January 2022, when there was a significant rise in price one hour before the tweet. 
Contrary negative examples are the tweets on 11 and 20 May, when a decline of price before the tweets 
distorted the calculations. The actual effects of these tweets were, of course, positive. 

Our results raise several questions. Only selected tweets from Period 2 can be paired with the tweets 
from Period 1. These tweets from Period 2 can be paired with most recent tweets. However, do the rest  
of the tweets from Period 2 – which cannot be paired with the tweets in Period 1 – have the same predictive 
power? Will there ever again be a tweet that causes a yield of more than 100%, with a permanent price 
impact. Or will we only observe pump-and-dumps, with no more than 30% yields. Can past inaccuracies 
in our model be used to achieve more precise predictions, or to analyse a wider range of cases? What are 
the reasons, if any, for the price increase before the tweet on 14 January 2022? As these questions remain 
unanswered, the need for continuing research is clear. 

CONCLUSION
It is obvious that Elon Musk influences the price of Dogecoin. So, we have been able to reverse analyse 
his behaviour – to use hard financial data (prices) to analyse the human behaviour (tweets) that preceded 
and influenced financial data. If there had been no repeating patterns in Dogecoin prices, or in the timing 
of the tweets, we would have been unable to model the timing of human behaviour by a simple line. 
However, what motivation, if any, might lie behind the timing of the tweets, remains hidden. Pumps  
do not require such a high level of long-term deterministic timing. Nor is it clear that the pattern  
of the timing of the tweets could partly determine the long-term price development of Dogecoin. Our 
contribution is only a first step in this analysis. Therefore, the paper is intentionally structured using  
a single-issue approach, as we expect wider discussion and further research of this issue in the future. 
The aim of more complex studies should include the analysis and prediction of the behaviour of ordinary 
traders from price movements, the analysis of other market influencers, and searching for any deterministic 
trends in such areas where stochasticity would be usually expected. 
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ANNEX  

Note:  Logarithmic scale (using natural logarithm) is used for clearer illustration of the shapes replication that is not obvious on a figure with linear 
scale.

Source: Own processing from Coindesk (2022)

21. 1
2. 2

020

21. 2
. 2

021

21. 1
. 2

021

21. 3
. 2

021

21. 4
. 2

021

21. 5
. 2

021

21. 6
. 2

021

21. 7
. 2

021

21. 8
. 2

021

21. 9
. 2

021

21. 1
0. 2

021

21. 1
1. 2

021

0

–1

–2

–3

–4

–5

–6

Figure A1  Logarithmic price of Dogecoin with alternatively highlighted replication of the shapes



2022

205

102 (2)STATISTIKA

Editorial note: The article was written in TEX and graphically prepared for print by the authors.

New Randomized Response
Technique for Estimating
the Population Total
of a Quantitative Variable
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Abstract

A new randomized response technique for estimating the population total, or the population
mean of a quantitative variable is proposed. It provides a high degree of protection to the
respondents because they never report their data. Therefore, it may be favorably perceived
by them and increase their willingness to cooperate. Instead of revealing the true value of the
characteristic under investigation, the respondent only states whether the value is greater
(or smaller) than a number which is selected by him/her at random and is unknown to the
interviewer. For each respondent, this number, a sort of individual threshold, is generated
as a pseudorandom number. Furthermore, two modifications of the proposed technique are
presented. The first modification assumes that the interviewer also knows the generated
random number. The second modification deals with the issue that, for certain variables,
such as income, it may be embarrassing for the respondents to report either high or low
values. Thus, depending on the value of the fixed threshold (unknown to the respondent), the
respondent is asked different questions to avoid being embarrassed. The suggested approach
is applied in detail to the simple random sampling without replacement, but it can be,
after a straightforward modification, applied to many sampling schemes, including cluster
sampling, two-stage sampling, or stratified sampling. The results of the simulations illustrate
the behavior of the proposed technique.

Keywords DOI JEL

Survey sampling, population total,

Horvitz-Thompson’s estimator,

randomized response techniques,

simple random sampling

https://doi.org/10.54694/stat.2022.11 C83, J30

1Charles University, Fac. of Mathematics and Physics, Sokolovská 83, CZ – 186 75 Prague 8 –Karĺın,
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INTRODUCTION

A steady decline in response rates has been reported in many surveys in most countries
around the world, see, e.g., Steeh (2001) or Stoop (2005). This decline is observed regardless
of the mode of the survey, e.g., face-to-face survey, paper/electronic questionnaire, internet
survey, or telephone interviewing. Furthermore, this trend has continued despite additional
procedures aimed at reducing refusal and increasing contact rates; see Brick (2013) among
others.

The growing concern about “invasion of privacy” therefore represents an important
challenge for statisticians. Quite naturally, a respondent may be hesitant or even evasive in
providing any information which may indicate a deviation from a social or legal norm and/or
which he/she feels that might be used against him/her some time later. Therefore, if we ask
sensitive or pertinent questions in a survey, conscious reporting of false values would often
occur, see Särndal et al. (1992:547). Unfortunately, standard techniques such as reweighting
or model-based imputation cannot usually be applied; for a detailed discussion see Särndal
et al. (1992:547) or Särndal and Lundström (2005). On the other hand, this issue can be
resolved, at least partially, using randomized response techniques (RRT). Comprehensive
information on the broad scope of methods and theoretical foundations of RRT can be found
in Chaudhuri (2017), Chaudhuri and Christofides (2013), Chaudhuri and Mukerjee (1988),
Fox (2016) or Chaudhuri et al. (2016) among others.

For all of the reasons mentioned above, different RRTs have been developed with the
goal of reducing the nonresponse rate and obtaining unbiased estimates. These techniques
began with a seminal paper Warner (1965), aimed at estimating the proportion of people
in a given population with sensitive characteristics, such as substance abuse, unacceptable
behavior, criminal past, controversial opinions, etc. In Eriksson (1973) and in Chaudhuri
(1987) the authors modified Warner’s method to estimate the population total of a quan-
titative variable. However, in our opinion, these “standard RRTs” aimed at estimating the
population total are rather complicated and demanding on both the respondents and the
survey statisticians for various real-life applications; see also the discussion in Chaudhuri
(2017). They require “nontrivial arithmetic operations” from respondent within the Chaud-
huri’s approach, while the survey statistician must expend a lot of effort related with the
design of suitable randomization devices to be used for masking the sensitive variables in
the Eriksson’s approach.

Despite their advantages, practically all RRTs suffer from larger or smaller limitations,
especially in the following.

– Lack of reproducibility.
– Lack of trust from respondents because the randomization device is controlled by the

interviewer.
– Higher cost and higher variance of the estimators due to the use of random devices.

To avoid at least partially these limitations, already long time ago the statisticians sug-
gested other approaches not requiring any random devices, These so-called non-randomized

response (NRR) techniques are typically based on auxiliary questions, instead on random de-
vices, and their alternative designs include, but are not limited to, unrelated question design,
contamination design, multiple trials, and quantitative data design. Recently, researchers
revitalized these ideas; see a series of papers by Tang, Tian, Wu, and their followers. To the
best of our knowledge, they concentrated mainly on estimating proportions, not the totals.
The NRR techniques are presented in detail in the monograph Tian and Tang (2014).

In any case, when suggesting any randomization device, we should always keep in mind
that the main issue is not whether the in-person interviewer or telephone interviewer knows
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the random numbers or the outcome of other random mechanisms used, but whether the
random number is given back to the researcher evaluating the survey or to the survey spon-
sor. Personally, we prefer that the interviewer checks the methodology, not the realization
itself.

Finally, we would like to point out that the question of credibility is not only a mat-
ter for statisticians, but more and more a task for psychologists. While statisticians must
suggest procedures that are “sufficiently random” in their eyes, psychologists must find and
offer ways to convince the respondents that they are not cheated. Unfortunately, a detailed
discussion of this topic would go beyond the scope of this paper.

In this paper, we propose a method which is simpler in comparison with those proposed
previously and which is practically applicable. The respondent is only asked whether the
value of a sensitive variable reaches at least a certain random lower bound. This technique
and its modifications are developed in detail and applied to simple random sampling without
replacement. Their pros and cons are thoroughly discussed and illustrated using simulations.

The main advantages of the suggested method include the ease of implementation, simple
use by the respondent, and practically acceptable precision. Moreover, respondents’ privacy
is well protected because they never report the true value of the sensitive variable. Unlike
in Chaudhuri’s or Eriksson’s approach, there is no issue with the physical random device
design. A disadvantage may be, from a certain point of view, a lower degree of confidence
in anonymity due to the extrinsic device/technique used for generating random numbers.

The paper is organized as follows. In Section 1, selected issues of the RRTs for the esti-
mation of the population total, or population mean, are concisely discussed. In Section 2, a
new randomized response technique and its two modifications are proposed, their properties
studied and the goals for future work summarized. Section 3 illustrates the suggested ideas
with the aid of a simulation study. The main conclusions of the paper follow.

1 SELECTED REMARKS ON RRT INTENDED TO ESTIMATE POPULATION TOTAL

AND THEIR PROPERTIES

Consider a finite population U = {1, . . . , N} of N identifiable units, where each unit can
be unambiguously identified by its label. Let Y be a sensitive quantitative variable. The
objective of the survey is to estimate the population total tY =

∑
i∈U Yi or, alternatively,

the population mean tY = tY /N , of the variable surveyed. To do this, we use a random
sample s selected with probability p(s), described by a sampling plan with a fixed sample
size n. Let us denote by πi the probability of inclusion of the ith element in the sample, that
is, πi =

∑
s∋i p(s), and by ξi the indicator of inclusion of the ith element in the sample s,

i.e., ξi = 1 if s ∋ i and ξi = 0 otherwise. We do not introduce all notions from scratch and
refer the reader to Särndal et al. (1992:547) or the more rigorous monograph Tillé (2006).

As argued above, in practice it is often impossible to obtain the values of the surveyed
variable Y in sufficient quality due to its sensitivity. Therefore, statisticians try to obtain
from each respondent at least a randomized response Z that is correlated to Y . This ran-
domization of the responses must be carried out independently for each population unit in
the sample and independently of the sampling plan p(s).

In such a case, the survey has two phases. First, a sample s is selected from U and then,
given s, responses Zi are realized using the selected RRT. We denote the corresponding
probability distributions by p(s) and q

(
r |s

)
. In this setting, the notions of expected value,

unbiasedness, and variance are tied to a two-fold averaging process.

– Over all possible samples s that can be drawn using the selected sampling plan p(s).
– Over all possible response sets r that can be realized given s under the response distri-

bution q
(
r |s

)
.
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In the sequel, we follow the literature and, where appropriate, denote the expectation op-
erators with respect to these two distributions by Ep and Eq, respectively.

In a direct survey, the population total tY is usually estimated from the observed values
Yi using a linear estimator ts =

∑
i∈s bsiYi, where the weights bsi follow the unbiasedness

constraint
∑

s∋i p(s)bsi = 1, i = 1, . . . , N . If πi > 0 ∀i ∈ U , then Horvitz-Thompson’s
estimator

tHT

s =
∑

i∈s

Yi
πi

(1)

is a linear unbiased estimator with weights bsi = 1/πi, and Ep

(
tHT
s

)
= tY , see Horvitz and

Thompson (1952) or Section 2.8 in Tillé (2006) for details.
If the survey is conducted using RRT, the true values of Yi for the sample s are unknown

and, instead of them, the values of random variables Zi correlated to Yi are collected.
Variables Zi are usually further transformed into another variables Ri, which are more
suitable for the construction of the desired estimator, and then the population total is
typically estimated using a Horvitz-Thompson’s type estimator

tHT,R

s =
∑

i∈s

Ri

πi
. (2)

Suppose now that we have an estimator (a formula, or a computational procedure) for
estimating the population total tY or population mean tY ; we denote it by tRY and t

R

Y ,
respectively. The subscript R emphasizes that the estimator is based on the values of Ri,
i.e., on randomized responses. Furthermore, we assume that the randomized responses Ri

follow a model for which it holds E
(
Ri

)
= Yi, Var

(
Ri

)
= φi ∀i ∈ U , and Cov

(
Ri, Rj

)
=

0 ∀i �= j, i, j ∈ U . Note that the variance function φi of a randomized response Ri is a
function of Yi.

Recall that the estimator tRY of the population total tY is conditionally unbiased, if the
conditional expectation of tRY given the sample s is equal to the current estimator ts that
would be obtained if no randomization took place, that is, if Eq

(
tRY | s

)
= ts. The subscript s

indicates that the “usual” estimator based on the nonrandomized sample, for example the
Horvitz-Thompson’s one, is used, and Eq

(
tRY

∣∣ s
)
stands for the conditional expectation of

tRY given the sample s with respect to the distribution induced by the randomization of
responses. For the estimator t

R

Y of the population mean, we proceed analogously.
If tRY is conditionally unbiased and ts is unbiased, then tRY is also unbiased, since E

(
tRY
)
=

E p

(
E q(t

R
Y

∣∣ s)
)
= E p

(
ts
)
= tY . Analogously, it holds E

(
t
R

Y

)
= tY . Moreover, by a standard

formula of the probability theory, we get the variance of tRY in the form

Var
(
tRY
)
= E p

(
Var q

(
tRY

∣∣ s
))

+Var p
(
E q

(
tRY

∣∣ s
))

= E p

(
Var q

(
tRY

∣∣ s
))

+Var p
(
ts
)
. (3)

The second term on the right-hand side of (3) is, obviously, the variance of the estimator
that would apply if no randomization of responses was deemed necessary, while the first term
represents the increase of the variance produced by the randomization. In other words, the
two terms on the right-hand side of (3) represent, respectively, contribution by randomized

response technique used and contribution by sampling variation to the total variance of tRY .
When treating t

R

Y , we proceed analogously.
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Because the design-based expression for the variance of ts is known for the most common
sampling procedures, we can focus on the contribution of randomization and study it in more
detail. For example, for the estimator tHT,R

s given by (2), we have

Var
(
tHT,R

s

)
= E p

(
Var q

(
tHT,R

s

∣∣ s
))

+Var p
(
E q

(
tHT,R

s

∣∣ s
))

= E p

(∑

i∈U

φiξi
π2
i

)
+Var p

(
tHT

s

)
=

∑

i∈U

φi

πi
+Var

(
tHT

s

)
. (4)

Several techniques for estimating the population total were suggested in the literature.
The papers Eriksson (1973) and Chaudhuri (1987) were at the origin, and became a bench-
mark for many following approaches. Both techniques have been further developed and
improved by other researchers; see, e.g., interesting papers Arnab (1995, 1998) or Gjest-
vanga and Singh (2009). The ideas and a representative review of further research are
presented in a monograph Chaudhuri (2017). Another type of randomization technique was
suggested in a series of papers by Dalenius and his colleagues, e.g., Bourke and Dalenius
(1976) or Dalenius and Vitale (1979). Among recent papers on the topic of sensitive ques-
tions in population surveys, we would like to mention, for example, papers by Kirchner
(2015) and Trappmann (2014). In both of them, long lists of relevant references can be
found. Finally, recall that probably the most comprehensive account of developments in
sample survey theory and practice can be found in Pfeffermann and Rao (2009a,b), or in
the more recent monographs Arnab (2017), Tian and Tang (2014), Tillé (2020) or Wu and
Thompson (2020).

2 NEW RANDOMIZED RESPONSE TECHNIQUE

In this section, we suggest a completely different approach. Assume that the studied sen-
sitive variable Y is non-negative and bounded from above, i.e., 0 ≤ Y ≤ M . First, let us
assume the upper bound M of the variable Y is known. Each respondent performs, inde-
pendently of the others, a random experiment generating a pseudorandom number Υ from
the uniform distribution on interval (0,M), while the interviewer does not know this value.
The respondent can generate the pseudorandom number Υ using, for example, a laptop
online/offline application; for some other possibilities, see Section 2.4. The respondent then
answers a simple question: “Is the value of Y greater than Υ?”

(
e.g.: “Is your monthly income

greater than Υ?”
)
.

For certain sensitive variables, such as the total amount of alcohol consumed within a
certain period, it is better to use a question: “Is the value of Y lower than Υ?” In such a case
we recode the response Zi,(0,M) to Z⋆

i,(0,M) = 1−Zi,(0,M), and apply the suggested RRT to
Z⋆
i,(0,M).

The response of the ith respondent follows the alternative distribution with the param-
eter Yi/M , that is

Zi,(0,M) =

{
1 with probability Yi

M , if Υi < Yi,

0 with probability 1− Yi

M , otherwise.
(5)

Therefore, E
(
Zi,(0,M)

)
= P

(
Υi < Yi

)
= Yi/M and Var

(
Zi,(0,M)

)
=

(
Yi/M

)(
1 − Yi/M

)
.

Therefore, we transform Zi,(0,M) to Ri,(0,M) = MZi,(0,M), for which we have

E
(
Ri,(0,M)

)
= Yi and Var

(
Ri,(0,M)

)
= Yi

(
M − Yi

)
. (6)
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2.1 Application to the simple random sampling

Consider now the situation in which the sampling plan p(s) is a simple random sampling
without replacement with a fixed sample size n. Denote, as in Section 1, by tY = 1

N

∑
i∈U Yi

the population mean, by S2
Y = 1

N−1

∑
i∈U

(
Yi − tY

)2
the population variance. In this case,

the inclusion probabilities are constant, that is, πi = P (ξi = 1) = n/N ∀i ∈ U .
Let the population total tY be estimated using the Horvitz-Thompson’s type estimator

tHT,R

(0,M) =
N

n

∑

i∈s

Ri,(0,M). (7)

It follows from (6) that this estimator is unbiased, so let us calculate its variance. For
this purpose (4) can be used effectively. First, note that in the case considered πi = n/N ,
and due to (6) φi = Yi(M − Yi). Second, taking into account variance of the simple random
sampling without replacement, see Section 4.4 in Tillé (2006) for details, we obtain after a
straightforward calculation

Var
(
tHT,R

(0,M)

)
=

N2

n

(
tY (M − tY )−

N − 1

N
S2
Y

)
. (8)

To characterize the variance of the suggested estimators more deeply and to get a more
transparent understanding of the variance of the suggested RRT, we introduce two auxiliary
characteristics termed measures of concentration. More precisely, let us denote

ΓY,M =
1

N

∑

i∈U

Yi
M

(
1−

Yi
M

)
=

1

MN

∑

i∈U

Yi

︸ ︷︷ ︸
1
M

tY

−
1

M2N

∑

i∈U

Y 2
i

︸ ︷︷ ︸
1

M2 Y
2

=
tY
M

−
Y 2

M2
(9)

and

Γ
Y ,M

=
tY
M

(M − tY )

M
=

tY
M

−
t
2
Y

M2
. (10)

In the sequel, we call ΓY,M the mean relative concentration measure, and Γ
Y ,M

the proximity

measure of the population mean tY to M/2.
If Yi are iid random variables with finite variance σ2 and an expectation µ, then, by the

law of large numbers, both ΓY,M and Γ
Y ,M

converge, as N → ∞, with probability 1 to

ΓY,M,as =
µ

M

(
1−

µ

M

)
−

σ2

M2
and Γ

Y ,M,as
=

µ

M

(
1−

µ

M

)
. (11)

We call ΓY,M,as the asymptotic mean relative concentration measure, and Γ
Y ,M,as

the asymptotic

proximity measure of the population mean tY to M
2 . Note that both ΓY,M,as and Γ

Y ,M,as
exist

if 0 ≤ Yi ≤ M ∀i ∈ U .
Let us focus on ΓY,M and Γ

Y ,M
in more detail. First, note that in our setting both

are population characteristics, not random variables. Second, both take their values in the
interval [0,1/4], and are equal to zero only in pathological cases when either Yi = 0 ∀i ∈ U

or Yi = M ∀i ∈ U . The higher these measures, the higher the variance of tHT,R

(0,M) . The mean
relative concentration measure ΓY,M reaches its maximum 1/4 when all values are at the
center of the interval (0,M), that is, if Yi = M/2 ∀i ∈ U . The proximity measure Γ

Y ,M
of

the population mean to the center of the interval (0,M) reaches its maximum 1/4 only if the
population mean is at the center of the interval, that is, tY = M/2. This case occurs, e.g.,



2022

211

102 (2)STATISTIKA

when random variable Y is symmetric around the center of the interval M/2; this feature is
certainly true for the uniform distribution on (0,M).

For a fixed value of the upper bound M , population size N and sample size n, the
contribution of the suggested RRT to the variance of tHT,R

(0,M) depends, up to a multiplicative
constant, on ΓY,M , because it holds

E p

(
Var q

(
tHT,R

(0,M)

∣∣ s
))

=
M2N2

n

1

N

∑

i∈U

Yi
M

(
M − Yi

M
︸ ︷︷ ︸

ΓY,M

)
=

M2N2

n
ΓY,M . (12)

Analogously, this contribution can also be expressed, up to multiplicative constants, by
Γ
Y ,M

and S2
Y , because it holds

E p

(
Var

(
tHT,R

(0,M)

∣∣ s
))

=
M2N2

n
Γ
Y ,M

−
N(N − 1)

n
S2
Y . (13)

Thus, both ΓY,M and Γ
Y ,M

can help us explain how the suggested RRT increases the
variance of the estimator of the population total tY for distributions symmetrical around
M/2, for distributions concentrated close to the center of (0,M), symmetrical around M/2,
or uniformly distributed. Moreover, they show that the suggested approach is especially
suitable for skewed distributions, provided that they are concentrated around their mean
values. Let us sum up: both measures of concentration help us not only to describe the
variance of the estimator used, compare (12) and (13), but also to interpret it better.

Remark 1. If the values of Y are bounded both from below and above, that is, 0 < m ≤

Y ≤ M , then variance of tHT,R

(0,M) can be significantly reduced by generating pseudorandom
numbers Υi from the uniform distribution on the interval (m,M) instead on (0,M). In fact,
if this is the case, we replace Zi,(0,M), described by (5), with

Zi,(m,M) =

{
1 with probability Yi−m

M−m , m ≤ Υi < Yi,

0 with probability 1− Yi−m
M−m , otherwise,

transform these variables to Ri,(m,M) = m + (M − m)Zi,(m,M), and estimate population
total tY analogously to (7) using the Horvitz-Thompson’s type estimator

tHT,R

(m,M) =
N

n

∑

i∈s

Ri,(m,M). (14)

It is easy to show that the variance of tHT,R

(m,M) is smaller than that of tHT,R

(0,M) , that is, by the

value N2m
n

(
M − tY

)
.

The immediate question arises of what happens if the interval [m,M ] is not set correctly.
Evidently, if some values of Yi are outside the interval [m,M ], then with probability 1 it
holds Zi,(m,M) = 0 if Yi < m and Zi,(m,M) = 1 if Yi > M . The bias of the suggested estimator
is equal to

∑

i∈U |Yi<m

(
Yi −m

)
+

∑

i∈U |Yi>M

(
Yi −M

)
. (15)

In practice, the bounds of the variable Y are often unknown. When choosing parame-
ters m and M , a researcher should carefully consider the trade-off between bias and privacy.
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While lower bound m affects mostly bias and is not very crucial to the privacy of respon-
dents, the choice of M affects both bias and privacy. Moreover, there is also a trade-off
between bias and variance of estimates; see the results of the simulations in Tables 2 – 4 in
the Annex. Therefore, a reasonable guess about the empirical quantiles of the characteristics
studied is vital for setting the values of m and M properly.

Let us discuss some advantages and disadvantages of our approach compared to the
other techniques suggested in the literature.

– It is simple; this fact increases respondents’ confidence and cooperation, and thus reduces
the estimation error.

– Respondents’ privacy is well protected, because they never report the true value of the
sensitive variable.

– It avoids the demanding task of designing a randomization device intended for masking
the surveyed variable.

– It enables to estimate the population total at an acceptable level of accuracy, see Sec-
tion 3 for details. Of course, what level is acceptable depends on the survey and selected
precision requirements. According to our simulations, standard errors of the estimators
described up to now are at most two times higher than those of HT-estimators, see
Tables 2 – 4.

– On the other hand, due to the need of a device/technique for generation random numbers,
some respondents may feel a lower degree of confidence in preserving their anonymity.

Finally, we find rather problematic any comparison of our approach with other methods
because their performance strongly depends on the choice of the randomizing device used.
In our opinion, it is tricky to design, e.g., a deck of cards for a continuous variable with a
high range, such as the income in the Czech Republic, and a reliable estimator of this type
with an acceptably small variance value would need an excessively large size.

2.2 Estimators using knowledge of Υ

A natural question arises as to whether we could improve the accuracy of the suggested
method. Thus, in what follows, we discuss the two modifications of the RRTs suggested
in Section 2.1 and their properties in the following subsections. The heuristics behind this
approach are based on the following observations. All techniques presented up to now have
assumed that the interviewer does not know the outcome of the randomization device leading
to the randomized response, such as the card drawn, the value of the pseudorandom number,
etc. It is plausible to ask what would happen if we also knew the outcome of that random
experiment on the one hand, while protecting respondents’ privacy on the other one. More
precisely: Can we modify the estimator and to increase its accuracy, that is, to decrease its

variance, if we also know the values of the generated pseudorandom number? We surmise that
it is feasible and suggest one possible way of reaching this goal. However, we point out that
the success of the suggested approach, to a considerable extent, depends on the statistician’s
insight into the problem.

Assume again that the studied sensitive variable Y is non-negative and bounded from
above, that is, 0 ≤ Y ≤ M . Each respondent carries out, independently of the others, a
random experiment generating a pseudorandom number Υ from the uniform distribution
on interval (0,M), and informs the interviewer of both its value and whether Υ < Y or not.
For example, the response is that the simulated number has been xxx (let say 45 000
CZK) and the respondent earns more/less. To distinguish from the situation described in
Section 2.1, we further assume that the corresponding random response is now described
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using a dichotomous random variable

Zi,α,(0,M) =

{
1− α+ 2α Υi

M , if Υi < Yi,

−α+ 2α Υi

M , otherwise,
0 ≤ α < 1, i = 1, . . . , n, (16)

where α is a tuning parameter. Its value is a priori set by the interviewer, is fixed and
unknown to the respondent. This proposal is a linear combination of our initial proposal
Zi,(0,M) given by (5) and 2Υi/M . Higher the value α, more weight is put on the term using
the pseudorandom number Υ . For α = 0 we have the initial method described in Section 2.1.
The rule for an optimal choice of α is given later in this section.

The response of the respondent to Zi,α,(0,M) is transformed not by the respondent, but
by the interviewer off-line. The discussion about the choice of α is postponed here and will
be done later.

Since P
(
Zi,α,(0,M) = 1− α+ 2α Υi

M

)
= P

(
Υi < Yi

)
, we have

E
(
Zi,α,(0,M)

)
=

1

M

∫ Yi

0

(
1− α+ 2α

u

M

)
du+

1

M

∫ M

Yi

(
− α+ 2α

u

M

)
du =

Yi
M

,

Var
(
Zi,α,(0,M)

)
=

1− 2α

M2
Yi
(
M − Yi

)
+

α2

3
.

Therefore, the random responses Zi,α,(0,M) are further transformed to Ri,α,(0,M) =
MZi,α,(0,M), and the desired estimator of the population total tY is constructed analo-
gously to (7) and (14). More precisely, we suggest using again the Horvitz-Thompson’s type
of estimator in the form

tHT,R

α,(0,M) =
N

n

∑

i∈s

Ri,α,(0,M). (17)

It is evident that E
(
Ri,α,(0,M)

)
= Yi, so the estimator (17) is unbiased. Moreover, the

contribution of randomization to its variance is

E p

(
Var q

(
tHT,R

α,(0,M)

∣∣ s
))

=
M2N2

n

∑

i∈U

[ 1

N

(
1− 2α

) Yi
M

(
1−

Yi
M

)
+

α2

3N

]
. (18)

An easy calculation shows that (18) has a global minimum at α = 3ΓY,M ∈ [0,3/4]. If
we set αopt = 3ΓY,M and substitute it back to (18), then the contribution of randomization
to the variance of (17) for this choice of α is

E p

(
Var q

(
tHT,R

αopt,(0,M)

∣∣ s
))

=
M2N2

n

∑

i∈U

[ (
1− 6ΓY,M

) 1

N

Yi
M

(
1−

Yi
M

)
+

3Γ 2
Y,M

N

]

=
M2N2

n
ΓY,M

(
1− 3ΓY,M

)
. (19)

If we compare (19) with (12), we see that the knowledge of pseudorandom numbers Υi and
the use of αopt considerably decrease the variability, of course, depending on the suggested
RRT. It is worth highlighting that our simulations summarized in Section 3 confirm these
findings.

The conclusion that the knowledge of Υ leads to a smaller variance of the estimator is
expected; see above. The reason is clear and is based on the well-known inverse relationship
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that exists between the disclosure of personal information and the efficiency of estimates,
that is, the more the privacy is jeopardized the lower the variance. For a discussion, see Chaud-
huri and Mukerjee (1988), among others. In our case, the assumption that the interviewer
knows Υ means that the privacy of the respondent is less protected and, consequently, we
get better estimates.

Parameter α should be set to its optimal value αopt = 3ΓY,M , where the mean relative
concentration measure ΓY,M is introduced in Section 2, Formula (9). If the interviewer has
some prior information about the mean µ and variance σ2 values for the theoretical distri-
bution of the surveyed variable Y , he/she should rather apply the asymptotic concentration
measure (11), which can be estimated using a plug-in moment estimator. More precisely,
the population mean tY should be replaced by µ, and the population variance S2

Y by σ2.
Since the population second moment Y 2 can be expressed as N−1

N S2
Y + t

2

Y , it is sufficient to
substitute µ and σ2 into this expression. Moreover, recall that the prior information is often
available for regular surveys in official statistics, such as EU-SILC, because in such a case
we can either use results from previous years updated by inflation, or we can rely on the
expert opinion. If no prior information is available, we recommend choosing small values of
α, such as 0.5.

Notice that if a nonnegative surveyed random variable Y is bounded not only from above
but also from below, that is, 0 < m ≤ Y ≤ M , we generate Υi from the uniform distribution
on the interval (m,M), modify Zi,α,(0,M) given by (16) to

Zi,α,(m,M) =

{
1− α+ 2α Υi−m

M−m , if Υi < Yi,

−α+ 2α Υi−m
M−m , otherwise,

0 ≤ α < 1,

transform Zi,α,(m,M) to Ri,α,(m,M) = m+(M −m)Zi,α,(m,M), and form an estimator of the
population total tY of the Horvitz-Thompson’s type, parallel to (17), as

tHT,R

α,(m,M) =
N

n

∑

i∈s

Ri,α,(m,M). (20)

Using analogous arguments as above, it is straightforward to show that E
(
Ri,α,(m,M)

)
= Yi,

so that the estimate (20) is again unbiased regardless of the value of the parameter α.
We must firmly emphasize that neither the information about the value of pseudorandom

number Υ nor the value α enables us to guess the exact value of the sensitive variable Y , ex-
cept for the case Y = M . In other words, knowing them does not intrude on the respondent’s
privacy.

The heuristics behind the proposed modification are the following:

– If the response is YES, then a high value of the pseudorandom number Υ implies a high
value of the studied variable Y , because Y > Υ , and these observations “considerably”
increase the value of the estimator.

– However, if the response is NO, then a low value of the pseudorandom number Υ implies
a low value of Y , because Y ≤ Υ , and these observations “considerably” decrease the
value of the estimator.

Unfortunately, in both situations, that is, when the value of the response is either (too) low
or (too) high, the respondent may be more prone to fabricate his/her response.

As we can see, Zi,α,(m,M) can occasionally attain negative values, which is an obvious
drawback. On the other hand, using a guess about the distribution of Y , it is possible to
estimate (at least roughly) the probability of such an event. For illustration, in the case of
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practical application of our approach described in Section 3, the probability of obtaining
a negative Zi,α,(m,M) is of the order 10−5, and during our extensive simulations, we never
met such a case. In this paper, we do not study the effect on bias and variance when setting
negative values to zero.

2.3 Estimator using switching questions

We emphasize that for some characteristics, such as the monthly income of a household or
alcohol consumption, it can be sensitive for respondents to report either high or low values.
This led us to modify the suggested RRT approach in the following way.

Assume that a nonnegative surveyed random variable Y is bounded both from below
and above, that is, 0 < m ≤ Y ≤ M . First, we set a proper fixed threshold T , m < T < M ,
unknown to the respondent. Second, we generate Υ from the uniform distribution on (m,M)
and, depending on whether the pseudorandom number Υ does or does not exceed this fixed
threshold T , we ask one of the following questions:

i. If Υ ≤ T : “Is the value of Y greater than Υ?”,
ii. If Υ > T : “Is the value of Y smaller or equal than Υ?”.

Third, for the ith respondent, we form a random variable

Zi,T,(m,M) =





1, if Υi ≤ T & Υi ≤ Yi,

0, if Υi ≤ T & Υi > Yi or Υi > T & Υi ≤ Yi,

−1, if Υi > T & Υi > Yi.

If we know both the response concerning the value of Y and the question asked, that is
whether Υi ≤ T or not, then it is easy to show that E

�
Zi,T,(m,M)

�
= (T+Yi−m−M)/(M−m).

This advises to transform Zi,T,(m,M) to Ri,T,(m,M) = (M−m)Zi,T,(m,M)+m+M−T , because

then E
�
Ri,T,(m,M)

�
= Yi. Thus, the Horvitz-Thompson’s type estimator of the population

total tY of the form

tHT,R

T,(m,M) =
N

n

�

i∈s

Ri,T,(m,M). (21)

is evidently also unbiased.
As concern variance of Ri,T,(m,M), we must distinguish between Yi > T and the comple-

mentary inequality. After a bit of tedious calculation we get, as expected, that it is always
higher than the variance of Ri,(m,M). Worse still is the fact that negative values of Zi,T may
occur quite frequently, leading to negative values of the corresponding Ri,T,(m,M). Looking
at the results of our simulations, we observe that tHT,R

T,(m,M) can return inadmissibly low or
even negative values, which is a major drawback. Moreover, we cannot find the way how to
set optimal value of the threshold T minimizing Var

�
Ri,T,(m,M)

�
, being another drawback.

An unbiased estimator of the population mean tY can be constructed in parallel. On the
other hand, if we know only the response concerning the value of Y but not the question
asked, in this case it is not possible to construct an estimator of the population total tY ,
respectively of the population mean tY .

Thus, the seemingly appealing idea described in this section seems to be interesting from
a theoretical point of view. We cannot recommend it for practical use automatically without
prior information on the population studied, which is also illustrated by the simulations
presented in Section 3.
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2.4 Random number generation

In all RRTs, the choice of randomization device is probably the trickiest point. If we assume
direct face-to-face interviewing, the following points describe several possibilities that might
be used in our approach.

– We allow the respondent to select the random number according to some standard, e.g.
the European ISO 28640:2010(en) Standard ISO. We are convinced that the existence
of a standard can increase the credibility of the survey and willingness of respondents
to respond truthfully. The selected random number is then used according to the RRT
used.

– To those respondents who feel like “experts in the field of randomness”, the reviewer can
offer them the option to select a random number from the uniform distribution using
their own method.

– Another possibility is, for example, to use a large deck of cards, but it would require
additional calculations to find the bias of such an approach.

2.5 Open problems

There are several relevant related research issues, not treated in this paper due to its current
length. We aim to concentrate on them in subsequent papers. They include, but are not
limited to, the following points:

– To generalize suggested estimators to more complex sampling plans as cluster sam-
pling, two-stage sampling, stratified sampling, etc. Moreover, it has been repeatedly
emphasized during the discussions, e.g. after the presentation of our results, that the
median and other quantiles are important statistics for many applications, sometimes
even more important than the mean. Similarly, the question has been raised whether
parallel methodology could be used in any type of regression analysis combining it, e.g.,
with ideas from Antoch and Janssen (1989), Pfeffermann and Rao (2009a,b) or Tillé
(2020).

– To modify, where appropriate, suggested estimators to the case when pseudorandom
numbers are generated not from the uniform distribution, but from the distribution that
mimics the surveyed variable Y . To prepare a numerical study illustrating the effect
of the distribution from which we simulate random numbers on the on the possible
improvements in the performance of estimators. In the case of income covered in our
simulation example, the log-logistic or log-normal distribution might be used.

– To study more profoundly effects of tuning parameters on the bias, variance, and pri-
vacy jeopardy, as well as the trade-off among the parameters and pseudorandom numbers
generated from different distributions. To suggest rules of thumb for the choice of pa-
rameters m, M and α and to study optimal choice of parameters with respect to the
minimization of the mean square error.

– To derive unbiased estimators of variance and to study the impact on the corresponding
confidence intervals. To study the effect on bias and variance of the suggested procedures
when treating possible negative values as zeros.

– To compare our proposal with that of the unrelated question model suggested originally
in Greenberg (1971).

– To find approximate formulae for sample sizes with required margin of error.

3 SIMULATION STUDY

In many countries, income is recognized as private and (highly) sensitive information. Re-
spondents often refuse to respond at all or provide strongly biased responses. This in par-
ticular happens if their income is (very) high or (very) low. This leads us to assess the
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performance of the proposed RRTs through a simulation study using Czech wage data from
the Average Earnings Information System (IPSV) of the Ministry of Labor and Social Affairs
of the Czech Republic.

Based on the extensive analysis of monthly wage statistics provided by IPSV for the
years 2004 – 2014, Vrabec and Marek (2016) recommended to model wages in the Czech
Republic using a three-parameter log-logistic distribution with the density

f(y; τ, σ, δ) =





τ
σ

�
y−δ
σ

�τ−1
�
1 +

�
y−δ
σ

�τ�−2
, y ≥ δ > 0, τ > 0, σ > 0,

0, otherwise,
(22)

where τ > 0 is a shape parameter, σ > 0 is a scale parameter and δ is a location parameter.
Vrabec and Marek (2016) also calculated the estimates of the parameters of (22) for the

data of 2nd quarter 2014 and obtained

�τ = 4.0379, �σ = 21,687 and �δ = 250. (23)

The estimates (23) are based on aggregated data (frequencies by wage intervals with constant
width 100 CZK) of roughly 2.1 × 106 observations, covering practically half of the overall
relevant population. The corresponding estimated average monthly income is 24,290 CZK
(approximately 950 EUR).

The probability histogram of the data with bin width 500 (CZK), and density of the log-
logistic distribution (22) with the unknown parameters replaced by their estimates (23), are
presented in Figure 1. In addition to that, the corresponding sample distribution function
is presented in Figure 2. Both the histogram and the sample distribution function were
constructed from the same aggregated data from the 2nd quarter 2014 used for estimation
of parameters of the model. Point out that all calculation and simulations were conducted
by the statistical freeware R, version 3.5.1, see R Core Team (2021).

It is interesting to look at both the lower and upper sample quantiles of the data used.
While 7 000 CZK corresponds to the 0.0003 sample quantile, 8 000 CZK corresponds to the
0.01 sample quantile, whis is the reason why we set m = 7000. Analogously, 40 000 CZK
corresponds to the 0.91 sample quantile, 60 000 CZK to the 0.97 sample quantile and, finally,
80 000 CZK to the 0.98 sample quantile, see Figure 2.

It is obvious from Figure 1 that the original data are highly skewed. Therefore, it is
not surprising that the mean relative concentration measure ΓY,M = 0.198 is close to its
attainable maximum, so that the estimator tHT,R

α,(m,M) based on the knowledge of Υi’s and
“almost-optimal” choice of the parameter α ≈ 3ΓY,M should have smaller variance than
tHT,R

(m,M) (corresponding to α = 0). Moreover, it follows from (4) that the variance of the esti-
mators using the suggested RRTs will be higher than for the Horvitz-Thompson’s estimator
based on the nonrandomized data. All this is confirmed by our simulations, compare the
results of Tables 2 – 4.

Neither the real population nor the real sample is available to us, because files with
microdata from ISPV survey are not available to researchers. Therefore, the populations U
are generated using the model wage distribution (log-logistic). More precisely, 1000 replica-
tions of populations sized N = 200, or N = 400, are simulated from model (22), in which
the unknown parameters have been replaced with their estimates (23), using the package
flexsurv, see Jackson (2016). Let us point out that the population sizes = 200 and N = 400
are commonly used sizes of a stratum in business statistics or surveyed community (village,
group of students, etc.). It is worth to emphasize that the simulation results virtually do not
change after 100 replications of the population; the differences begin at the third significant
digit.
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Moreover, 1000 replications from the log-logistic distribution are generated using the
package flexsurv, see Jackson (2016). Point out that the simulation results virtually do not
change after 100 replications of the population; the differences begin at the third significant
digit. All simulations and calculations are conducted by statistical freeware R, version 3.5.1,
see R Core Team (2021).

From each replication of the population, we draw, without replacement, 1000 random
samples of the size n = 20, or n = 50. Such sample sizes are standard for separate strata
in business sampling surveys, and also in the social statistical surveys, such as the EU
Statistics of Income Living Condition. Let us take a closer look at average sample size per
stratum in more detail. In such a survey, for a medium sized country like the Czech Republic
with a population of 107 inhabitants and approximately 4.3 · 106 households, the samples
approximately include 9 500 households surveyed in a two-dimensional stratification (region
and size of municipality), giving 78× 4 = 312 strata. The average sample size is then about
30 per stratum. In EU-SILC, detailed results are presented for eight income groups, leading
on average to the population size of approximatelyN = 1.25 ·106 inhabitants per one income
group. The setting of the simulation was based on the real sample and population sizes of the
EU-SILC of a medium size EU country. For a more detailed description of the stratification,
strata, sample sizes, and sampling design, see GESIS (2016).

For each sample, both tY and tY are estimated using the techniques described in Sec-
tion 2. Estimates of the total mean values, instead of population totals, are presented to
enable a more easy comparison between the results obtained for populations with different
sizes N and different sample sizes n.

In simulations, we are especially interested in the impact of “tuning parameters”m,M,T,

α and αopt on estimates. Taking into account the type and nature of the data that we
simulate, we set the parameters as described in Table 1. The values of αopt were set using
the formulae for the optimal variance described in Section 2. Other parameters were chosen
with regard to our experience, in particular, the monthly salary that can be perceived to be
high. Since practically all available data are larger than 7 000 CZK, we set the lower bound
of the interval for generating pseudorandom numbers Υi to m = 7000.

The results are summarized4 in Tables 2 – 4 and in Figure 3 – 5. They show that for larger
population size N and larger sample sizes n the accuracy improves substantially. The original
proposal without knowledge of pseudorandom numbers seems to be also promising for real
life applications. Even the method of switching questions might be applicable for large
samples from large populations if prior information is available. However, more simulations
using different shapes of population distributions are needed to support these hypotheses.

The reason for the lower standard deviation of t
HT,R

α,(m,M), and especially t
HT,R

αopt,(m,M), com-

pared to t
HT,R

(m,M) and t
HT,R

T,(m,M) is that these estimators efficiently use the information on the
generated numbers of Υ . Recall that we used the moment plug-in estimate for the optimal
value of α.

As expected, the values of variance of the suggested estimators are higher than those
of Horvitz-Thompson’s estimator based on the non-randomized data. The precision of our
basic proposal is practically acceptable because, according to simulations, the corresponding
sample standard deviation of the estimates increased by a mere 60% in comparison with
the Horvitz-Thompson estimate for M = 60 000. This result is quite reasonable, taking
into account that Y is a very sensitive variable and high nonresponse (even 50% and more

4In Tables 2 – 4 both the sample averages (means) and sample standard deviation (sd) of the estimates
from the simulations are presented. For simplicity, we omit “HT” in the descriptions of the estimators
analyzed in all figures and tables because all the estimators we compare here are of the Horvitz –
Thompson’s type.
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in everyday practice) for direct questioning. However, note that the modification using
knowledge of the values of Υi leads to a substantial reduction in variance. Thus, while mildly
relaxing respondents’ privacy on the one hand but still keeping secret the true response
because the true value of the sensitive variable is never reported, this modification provides
estimates whose precision is comparable with directly surveying under zero nonresponse. On
the other hand, the high variability of the estimates, even the presence of negative estimates
for the mean wages, shows that the modification of the switching questions described in
Section 2.3 is only a theoretical exercise and cannot be recommended for practical use. Its
improvement remains an open question.

Comparing in all tables the simulation results for optimal value αopt of the parameter α
and fixed values α = 0.75, we see that the mean has practically not changed; however, the
expected decrease occurs in the variability of the estimate. This decrease of approximately
9% of the standard deviation (sd) shows that it pays “to tune up” the procedure and its
parameters according to the given problem and available data.

Both the results of Section 2.1 and the simulations show that the variance of the esti-
mators can be greatly reduced by choice of bounds m and M . We see that for low values
of the upper bound M = 40 000 the proposed estimators are competitive even with the
Horvitz-Thompson estimator. It follows from (15) that approximately unbiased estimators
with low variance can be constructed if we use prior information on population quantiles for
choice of bounds m and M . The optimal choice of bounds with respect to the minimization
of the mean square error is a field of further research.

CONCLUSIONS

The paper introduces a new randomized response model and two variants of it, intended
to gather information on a (positive) sensitive quantitative variable and to estimate the
population total (population mean). The idea underlying the proposal is seemingly very
easy and, unlike many scrambled response methods present in the literature, does not re-
quire demanding arithmetic operations from the respondents nor the use of complicated
randomization devices.

It possesses three attractive properties, namely:

1. Although a quantitative estimate is the final end, the respondent is only asked
for a qualitative response.

2. It is simple to use.
3. It provides a high level of anonymity to the respondent.

In the first model, respondents are first asked to generate a random number (a sort
of random threshold) from a continuous uniform distribution. Then, without revealing the
generated number to the interviewer, the survey participants are asked to declare whether
the true value of the sensitive variable is greater than the generated number. Under this
model, the privacy of the respondents is completely protected. The two variants of the model
discuss the case where the generated number is also known to the interviewer, and therefore
privacy is less protected. Consequently, the use of the two variants in real analyses is not
recommended, since they are prone to produce misreporting and untruthful response. They
have a value only from a theoretical point of view.

A disadvantage of the discussed method may, for some respondents, be a feeling of
infringement on their privacy due to an extrinsic device/technique being used for generating
random numbers. This problem is mainly psychological in nature and can, at least partially,
be resolved by a proper explanation of the approach of the interviewer. Unfortunately,
all currently used RRT procedures suffer, to some extent, from the same problem, see the
thorough discussion in Chaudhuri (2017), Chaudhuri and Christofides (2013), among others.
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For all suggested RRT procedures, we show their unbiasedness and derive the corre-
sponding variance for the Horvitz-Thompson’s type estimator under simple random sam-
pling without replacement. The optimal values of the tuning parameters that enable us to
minimize the variance of the suggested procedures are also discussed.

As a technical tool, two auxiliary measures are proposed. With the aid of them we can
explain why and especially how the suggested RRTs increase the variance of the estimators
of tY and tY for symmetrical distributions, distributions closely concentrated around their
centers, or uniform distribution.
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P403/22/19353S. The work of the third author was prepared under Institutional Support to
Long-Term Conceptual Development of Research Organization, the Faculty of Informatics
and Statistics of the University of Economics, Prague. The authors are grateful to the
associated editor and two unknown reviewers for their valuable comments that considerably
improved the contents of this paper.

REFERENCES

ANTOCH, J., JANSSEN, P. (1989). Nonparametric regression M-quantiles. Statistical and

Probability Letters, 8: 355–362. <https://doi.org/10.1016/0167-7152(89)90044-8>.
ARNAB, R. (1995). Optimal estimation of a finite population total under randomized re-

sponse surveys. Statistics, 27: 175–180. <https://doi.org/10.1080/02331889508802520>.
ARNAB, R. (1998). Randomized response surveys. Optimum estimation of a finite popula-

tion total. Statistical Papers, 39: 405–408. <https://doi.org/10.1007/BF02927102>.
ARNAB, R. (2017). Survey Sampling, Theory and Applications. London: Elsevier. ISBN

978-0-81148-1.
BOURKE, P., DALENIUS, T. (1976). Some new ideas in the realm of randomized inquiries.

Int. Statistical Review, 44: 219–221. <https://doi.org/10.2307/1403280>.
BRICK, M. (2013). Unit nonresponse and weighting adjustments: A critical review. J. Of-

ficial Statistics, 29: 329–353. <https://doi.org/10.2478/jos-2013-0026>.
CHAUDHURI, A. (1987). Randomized response surveys of a finite population: A uni-

fied approach with quantitative data. J. Statistical Planning and Inference, 15: 157–165.
<https://doi.org/10.1016/0378-3758(86)90094-7>.

CHAUDHURI, A. (2017). Randomized Response and Indirect Questioning Techniques in Sur-

veys. New York: Chapman and Hall/CRC. ISBN 978-11-3811542-2.
CHAUDHURI, A., CHRISTOFIDES, T. (2013). Indirect Questioning in Sample Surveys.

Heidelberg: Springer. ISBN 978-3642-36275-0.
CHAUDHURI, A., MUKERJEE, R. (1988). Randomized Response, Theory and Techniques.

New York: Marcel Dekker.
CHAUDHURI, A., CHRISTOFIDES, T., RAO, C. (2016). Handbook of Statistics 34. Data

Gathering, Analysis and Protection of Privacy Through Randomized Response Techniques.

Amsterdam: Elsevier. ISBN 978-0444-63570-9.
DALENIUS, T., VITALE, R. (1979). A new randomized response design for estimating the
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ANNEX

Figure 1 Probability histogram of monthly wages in the Czech Republic in the 2nd quarter of 2014,

and the density (in red) of approximating model (22) with the parameters estimated by (23)

Source: Own construction

Figure 2 The sample distribution function of monthly wages in the Czech Republic in the 2nd

quarter of 2014

Source: Own construction

Table 1 Choice of tuning parameters for the simulations

m M T α αopt

7 000 40 000 30 000 0.75 0.72

7 000 60 000 45 000 0.75 0.59

7 000 80 000 45 000 0.75 0.52

Source: Own construction
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Figure 3 Behavior of considered estimators applied to different population and sample sizes

Parameters of the simulation, population N and sample sizes n : (m,M) = (7 000; 40 000),
T = 30 000, α = 0.75 and αopt = 0.72. To increase readability, we use t

HT,R

α , t
HT,R

αopt
and tHT,R

T

instead of t
HT,R

α,(m,M), t
HT,R

αopt,(m,M) and tHT,R

T,(m,M) in description of boxplots.

Source: Own construction
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Figure 4 Behavior of considered estimators applied to different population and sample sizes

Parameters of the simulation, population N and sample sizes n : (m,M) = (7 000; 60 000),
T = 45 000, α = 0.75 and αopt = 0.59. To increase readability, we use t

HT,R

α , t
HT,R

αopt
and tHT,R

T

instead of t
HT,R

α,(m,M), t
HT,R

αopt,(m,M) and tHT,R

T,(m,M) in description of boxplots.

Source: Own construction
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Figure 5 Behavior of considered estimators applied to different population and sample sizes

Parameters of the simulation, population N and sample sizes n : (m,M) = (7 000; 80 000),
T = 45 000, α = 0.75 and αopt = 0.52. To increase readability, we use t

HT,R

α , t
HT,R

αopt
and tHT,R

T

instead of t
HT,R

α,(m,M), t
HT,R

αopt,(m,M) and tHT,R

T,(m,M) in description of boxplots.

Source: Own construction
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Table 2 Numerical results of simulations

N = 200 N = 400

Estimator n = 20 n = 50 n = 20 n = 50

t
HT

s mean 24.270 24.272 24.287 24.288

sd 2.782 1.757 2.773 1.758

t
HT,R

(m,M) mean 23.189 23.192 23.203 23.205

sd 3.687 2.333 3.690 2.336

t
HT,R

α,(m,M) mean 23.192 23.194 23.206 23.207

sd 3.000 1.897 3.001 1.902

t
HT,R

αopt,(m,M) mean 23.192 23.194 23.206 23.207

sd 2.965 1.875 2.966 1.880

t
HT,R

T,(m,M) mean 23.185 23.189 23.199 23.202

sd 6.066 3.836 6.068 3.837

The mean estimated salaries (in 103 CZK) and the corresponding sample standard deviations
(in 103 CZK) for different population sizes N and sample sizes n. Random numbers Υi are
generated from the uniform distribution on the interval [m,M ] = [7 000; 40 000], T = 30 000,
α = 0.75, αopt = 0.72, 1000 simulated populations, 1000 replications of each. Means and
standard deviations (sd) were averaged over 1000× 1000 random samples.

Table 3 Numerical results of simulations

N = 200 N = 400

Estimator n = 20 n = 50 n = 20 n = 50

t
HT

s mean 24.297 24.301 24.288 24.290

sd 2.773 1.758 2.813 1.779

t
HT,R

(m,M) mean 23.983 23.984 23.965 23.974

sd 5.530 3.501 5.529 3.495

t
HT,R

α,(m,M) mean 23.974 23.976 23.956 23.965

sd 4.401 2.786 4.398 2.780

t
HT,R

αopt,(m,M) mean 23.976 23.977 23.958 23.967

sd 4.164 2.637 4.161 2.631

t
HT,R

T,(m,M) mean 23.991 23.992 23.973 23.982

sd 9.066 5.729 9.067 5.726

The mean estimated salaries (in 103 CZK) and the corresponding standard deviations (in
103 CZK) for different population sizes N and sample sizes n. Random numbers Υi are
generated from the uniform distribution on the interval [m,M ] = [7 000; 60 000], T = 45 000,
α = 0.75, αopt = 0.59, 1000 simulated populations, 1000 replications of each. Means and
standard deviations (sd) were averaged over 1000× 1000 random samples.
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Table 4 Numerical results of simulations

N = 200 N = 400

Estimator n = 20 n = 50 n = 20 n = 50

t
HT

s mean 24.275 24.273 24.299 24.299

sd 2.765 1.739 2.753 1.737

t
HT,R

(m,M) mean 24.138 24.140 24.158 24.168

sd 6.911 4.372 6.921 4.378

t
HT,R

α,(m,M) mean 24.145 24.146 24.165 24.174

sd 5.962 3.770 5.950 3.767

t
HT,R

αopt,(m,M) mean 24.143 24.145 24.163 24.173

sd 5.404 3.417 5.398 3.417

t
HT,R

T,(m,M) mean 24.136 24.137 24.156 24.165

sd 13.018 8.236 13.036 8.244

Numerical results of simulations. The mean estimated salaries (in 103 CZK) and the cor-
responding standard deviations (in 103 CZK) for different population sizes N and sample
sizes n. Random numbers Υi are generated from the uniform distribution on the interval
[m,M ] = [7 000; 80 000], T = 45 000, α = 0.75, αopt = 0.52, 1000 simulated populations, 1000
replications of each. Means and standard deviations (sd) were averaged over 1000 × 1000
random samples.

Source of Tables 2 – 4: Own construction
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Recent Events
Conferences

The 18th IAOS (International Association for Official Statistics) Conference took place from  
26th to 28th April 2022 in Kraków, Poland. More at: <https://www.iaos2022.pl>.

The 10th Q2022 Conference (European Conference on Quality in Official Statistics) was held during 
8–10 June 2022 in Vilnius, Lithuania. More at: <https://q2022.stat.gov.lt>.

The 24th AMSE Scientific Conference (Applications of Mathematics and Statistics in Economics) will 
take place from 31st August to 4th September 2022 in Velké Losiny, Czechia. More at: <http://www.
amse-conference.eu>.

Central Statistical Library – invitation

The book collection of the Central Statistical Library (in the main CZSO building in Prague 10, 
Skalka, Czech Republic) has been built for more than 200 years.

It is the only professional statistical library in the Czech Republic. It offers a wide selection  
of current statistical literature, statistical periodicals (from the Czech Republic and abroad), unique 
historical statistical publications, yearbooks, maps or lexicons of municipalities, and also sale  
of statistical publications and periodicals.

Users can find all information about our publications in the online catalog.

Czech Statistical Office – Central Statistical Library
Adress: Na padesátém 81 | 100 82 Prague 10 | Czech Republic
E-mail: knihovna@czso.cz | <https://www.czso.cz/csu/czso/central_statistical_library>
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