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What Can Be Learned  
on the Living Standard  
of Households from National 
Accounts?
Stanislava Hronová1  | University of Economics, Prague, Czech Republic
Richard Hindls2  | University of Economics, Prague, Czech Republic
Luboš Marek2  | University of Economics, Prague, Czech Republic

Abstract

The living standard of households can be assessed with the aid of several indices. The standards of the System 
of National Accounts (SNA 1993 and ESA 1995) have introduced the concept of actual final consumption 
and social transfers in kind apart from the final consumption expenditure. However, the information which 
could be taken from these indices is utilized only to a very small extent. So, what can they actually tell us? Can 
they be used for assessing the living standards of households and their comparing on an international scale?  
The paper gives answers to these questions by means of comparing the data from the Czech Republic and France.

INTRODUCTION
The living standard in general, and the living standard of households, are comprehensive notions  
that are rather difficult to quantify; the reason for that stems from the use of different approaches  
to identify what the living standard actually is and which aspects (economic, social, environmental, etc.) 
should be included in it. Subsequently, a question is addressed of how to synthesise all those aspects under 
one index. Such a synthesis is hard or even impossible to carry out; hence similar attempts quite often 
result in simplified views and the indices such as the gross domestic product (hereinafter GDP) per capita  
or the national disposable income per capita are used. Both of these indices are based on the national 
accounts and are considered the basic aggregates whose relative (per capita) values are tools suitable  

Keywords

Actual final consumption, social transfers in kind, households, disposable income,  

living standard

JEL code

E21 

1   Faculty of Informatics and Statistics, Department of Economic Statistics, University of Economics, Prague,  
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for comparing economic levels in different countries; but they cannot be looked upon as indices  
of households' living standard levels. The national accounts, and, in particular, the account  
of the household sector, contains additional indices that are much closer to the living standard concept 
than the two mentioned aggregates.

The GDP shows the outcome of the economic activities and does not reflect the living standard  
or the economic well-being; and neither do other indices on the national accounts. The primary goal  
of the national accounts is not to measure the living standard but to describe economic activities taking 
place in the given country and its relationships with abroad, using a system of interconnected indices.  
The national accounts have never been intended to express the living standard or well-being  
as its primary goal.

Objections frequently occur, stating that the GDP only expresses the outcome of economic activities,  
and these objections arise regularly.4 Sometimes they are caused by efforts to reflect in the GDP damages  
on the environment, sometimes to express the population’s satisfaction, social progress, economic 
performance of the given country or the well-being in general (conscious of the fact that it is not even 
clear what the well-being actually is). All such thoughts stem from misapprehension of the true purpose 
of the GDP – expressing the outcome of economic activities in a given territory. Hence it makes no sense 
to blame it for not providing the information about the living standard or even the well-being. Any 
efforts to adapt the GDP to reflect, say, the well-being, lead to artificial constructions that are far from 
the reality and have very little, or even nothing, in common with the mission the GDP has. Experts try 
hard to provide in the GDP an image of the economic activities' outcome that is as plausible as possible. 
The GDP is a basic aggregate whose design is based on a simple consideration: every productive activity 
generates an instance of value added, and its summary value is expressed by the GDP at the national-
economy level. Because of its direct relationship with productive activities (income from production)  
and theoretical features (no duplicity occurs when summing up the value added amounts), the GDP 
is rightly viewed as a basic (even if not sole) aggregate on the national accounts. It is the root of all 
considerations aimed at generating, distributing and utilising income; other aggregate indices are derived 
from the GDP in compliance with the economic principles of the national accounts.

Due to its unambiguous definition and standardised estimation procedures, the GDP is suitable for 
international comparisons of a country's economic maturity. If this is the case, GDP per capita is used, 
expressed by the purchasing power parity; it is often presented as an indicator of the living standard. This 
view is undoubtedly simplified, but the point is that it depends on the definition of the living standard 
(similar to the importance of the definition of the well-being). If we relate the living standard or well-being 
of each inhabitant solely with the outcome of economic activities, this simplification may be acceptable.  
If a wider definition of the living standard or well-being is accepted, additional solutions become available 
– such as comparing the so-called actual consumption by households or selecting another suitable index, 
or a system of indices, directly concerning households.

4   Let us, e.g., mention the Human Development Index – HDI of 1990, the Index of Sustainable Economic Welfare – ISEW 
of 1989, or the Genuine Progress Index – GPI of 1995. The Commission on the Measurement of Economic Performance 
and Social Progress (CMEPSP), generally referred to as the Stiglitz Commission, created by the French Government  
in the beginning of 2008 on initiative of the French President Nicolas Sarkozy is viewed as the most important activity  
in this direction. The work of this expert group in the area of economics and statistics should have resulted  
in suggestions for novel ways of quantifying the results of each individual country; these new ways should be more  
suitable (than the currently used indices) for expressing economic performance and social progress. The Commission 
consisted of 27 experts, mainly university economists from France, the USA, representatives of OECD, World Bank,  
and the United Nations, as well as eight Rapporteurs – French statisticians from INSEE, OECD, and OFCE.  
The Commission set out three areas in which it should find answers to the following questions: whether or not the GDP 
properly expresses the economic performance of a given country; whether (and how) social progress can be quantified; 
and whether mankind's development is sustainable from the economic, social and environmental viewpoints.
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National disposable income (net or gross) is often presented as characteristic of the living standard  
or well-being that is more suitable than GDP because it is affected by redistribution processes. 
Nonetheless, the national disposable income is an outcome of the economic activities and the subsequent 
distribution and redistribution of income of all economic subjects, not only households (even though 
households' proportion in its value is substantial).5 Distinguishing between the national disposable 
income and households' disposable income is therefore important because of not only the value, but – 
especially – of the content. The disposable income is the most important index for the household sector.  
It is an outcome of the distribution of the income coming from production, i.e., value added. Its most 
significant component is represented by labour income (wages and salaries); the additional ones include 
business income (operating surplus), and property income (or possibly the balance values of those 
components: in particular, interest and dividend values). The disposable income further includes social 
benefits, in particular old-age pensions, and other current transfers; its value is decreased by current taxes 
(income tax), social contributions, and other current transfers. In this respect, GDP and households' 
disposable income cannot, in general, be imposed upon one another. The GDP is an aggregate related 
to the national economy as a whole; but for the disposable income, while it is also monitored at the 
national-economy level, it does not make much sense to make use of the national value of the disposable 
income when measuring the population's living standard; households' disposable income should be used 
then. The latter can be related to the number of households, or even households' disposable income  
per consumption unit (equivalence scale).

The disposable income is understood, and designed on the national accounts, purely as an outcome  
of distribution. The fact that it does not reflect redistribution in kind is not detrimental because  
the national accounts also provide a concept of the adjusted disposable income; this is the disposable 
income adjusted to reflect the so-called social transfers in kind. In the case of households, the amount 
of the adjusted disposable income is higher than that of the disposable income by the value of the goods 
and services (education, health care, culture, etc.) paid in favour of households by the general government  
and the non-profit institutions serving households. The concept of adjusted disposable income was 
introduced by the United Nations national accounts standard SNA19936 and the EU standard ESA 1995.7 
The adjusted disposable income, and the related index of the actual final consumption, have, unfortunately, 
been tools rarely used in evaluating and comparing households' living standard levels. At the same time, 
those very indices better express the scope of households meeting their needs. The said indices came 
out of the system of national accounts; this fact enables us to evaluate and compare households' living 
standard levels in time and space. The present contribution is also aimed at comparative analysis based 
on the data taken from the household sector's account.

1 GENERAL RESOURCES FOR MEASURING THE LIVING STANDARD OF HOUSEHOLDS
The access route to quantification of the living standard is a proper definition of that notion. Hardly 
any other economic category is covered by such a wide spectrum of possible definitions: from strictly 
material, via social, political and other aspects, to purely subjective perception of the living standard as 
a certain degree of (not only material) well-being. All such definitions are based on qualitative approach; 
however, evaluations and comparisons require the notion to be quantified. And, unfortunately, we can 
only quantify what is quantifiable. In other words: if we are able to express the living standard in financial 
values, we are also able to measure and compare it. On the contrary, it is utterly impossible to quantify 
joy, happiness, and feeling of safety or satisfaction. Let us, therefore, focus on a definition of the living 
standard that we are able to quantify. 

5   The EU average value equals 2/3.
6   System of National Accounts 1993. New York: United Nations, IMF, OECD, Eurostat, World Bank, 1993.
7   European System of Accounts – ESA 1995 (Système Européen des Comptes – SEC 1995). Luxembourg: Eurostat, 1996. 
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Keeping in mind that different aspects of the living standard and well-being cannot be synthesised, 
the broadest approach is that of the OECD's basic concept  (cf. OECD, 2011). For individual member 
countries, levels of different aspects of households' quality of life are evaluated – both tangible (income, 
wealth, wages, and housing) and intangible (health care, safety, education, environment, etc.). In the area 
of expressing and comparing the living standard levels there is an indisputably interesting OECD "Better 
Life Index" project; it has been offering, since 2011, comparisons of living standard and well-being levels 
among the member states based on 11 areas in the material and quality-of-life conditions.8 Another option 
offered by OECD in a number of research publications (cf. e.g., Van Zanden, 2014; or Exton and Shinwell, 
2018; or Boarini, 2016) is synthesis of individual aspects with the aid of multi-dimensional analysis.

We can, alternatively, focus on quantifying households' living standard with respect to one selected 
aspect, i.e., restrict this wide notion to a single, but important index. 

One of the possible restrictions of households' living standard and well-being notion is to focus  
on wealth.9 Undoubtedly, it is important to monitor the status and evolution of wealth when considering 
measurements of well-being.10 Statistically, it is not easy to estimate the status of households' 
tangible and intangible assets, even though we can rely on relatively trustworthy data sources, based  
on the definitions of individual assets. Nonetheless, Stiglitz (2009) contemplated to include the human 
and social capital in households' wealth (in addition to the components already contained on the national 
accounts). However, adding the concept of human and social capital to estimating households' wealth 
brings about new elements that are difficult to grasp statistically. If we extend the existing definitions 
by wealth components for which the estimate of the value is dubious, not only do we not approach  
the describable measurement of the living standard level, but also emphasise the doubts about  
the informative value of the data published by statisticians.

Accardo (2017) brought an interesting token into the discussion on the possibility to measure  
and compare the living standard levels on the basis of using data from the national accounts. His way  
to express the living standard level, quality of life and well-being goes via setting up an account of a "single" 
household (single in the sense of household categories identified by age, income, social circumstances, etc.). 
In fact, the standard summary account of the household sector does not have the necessary informative 
value from the viewpoint of expressing the quality of life; moreover, it does not contain such activities  
and aspects of households' life like housework, health, habits, free time, satisfaction, happiness, etc.  
To create such a "single household" account, we would have to combine different data sources and (again) 
resolve the problem of assigning financial valuation to activities and phenomena that do not have such 
financial "magnitudes". For example, we can estimate the amount of free time by analysis the daily timetables  
of selected people. But how should we actually evaluate the free time? On the basis of opportunity 
cost, i.e., net wages? What if the person in question has never worked? Is the value of free time, viewed  
in the sense of contributing to the well-being, the same of a person who is employed as a person who 
is unemployed, possibly for a long time? Can we, on an international scale, compare the data from  
the accounts set up for a "sole" household? We have mentioned just a few from among the questions asked 
by J. Accardo. His and similar works have, to a different extent, contributed to the bulk of the options we 
have at our disposal to describe certain socio-economic phenomena; but we must admit that scientist 
still encounter numerous obstacles, in many instances insurmountable.

Another way to go may be to restrict the notion of the living standard to the area of households' 
earnings/income (cf. OECD, 2011). Here we most often make use of the index of households' 
(adjusted) disposable income. The households' adjusted disposable income is a very good characteristic  

8   Cf. <http://www.oecdbetterlifeindex.org>.
9   See Stiglitz, Sen, Fitoussi (2009) for one of such suggestions.
10   Even though it remains unclear that well-being really is and whether the wealth measured by the wealth is or is not con-

nected with well-being as such.
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of the resources households can utilise for meeting their needs in the area market and non-market goods 
and services. It is a sum of disposable income (net or gross) and social transfers in kind that express  
the value of goods and services paid in favour of households by the general government  
and the non-profit institutions serving households. The adjusted disposable income represents the resources;  
and the index of actual final consumption expresses the value of the consumed goods and services. 
The latter is necessary (and, unfortunately, this fact often remains forgotten) to be monitored when 
evaluating and comparing households' living standard levels. As a matter of fact, that was the reason  
for including the concept of actual final consumption into the national accounts within the SNA 1993,  
or ESA 1995 standards. The national accounts provide us with long time series of data and their concepts 
and definitions are mutually comparable – that fact makes available to us new possibilities of evaluation 
and, in particular, of (international) comparisons of the living standard levels. The existence of long time 
series is an indisputable advantage here because the usual international comparisons (such as OECD, 
2011) provide us with statistical views on one evaluated year for all the countries to be compared.

2 COMPARATIVE ANALYSIS OF HOUSEHOLDS' LIVING STANDARD LEVELS
As already stated above, our analysis will be based on the annual data of the national accounts, or rather 
the data on the account of the household sector. The period of our evaluation is from 2000 to 2018 and 
the countries to be compared are the Czech Republic and France. These two countries are different from 
each other not only by size, but also by their levels of economic development and the social policies 
applied by their governments. These circumstances are reflected not only in the different position held 
by the household sector within the national-economy framework (cf. Table 1), but also in different 
households' living standard levels.11

11   Due to the impossibility to present the data in an integral time series, in addition to the beginning and ending years  
of the given period, the authors have decided to present the pre-crisis year 2007, crisis year 2009, and recovery year 2013. 

Table 1 Selected indices of the household sector position in the national economy (%)

2000 2007 2009 2013 2018

France

GVAh/GDP 17.2 17.3 17.1 16.3 15.5

GDIh/GNDI 60.1 61.3 63.4 61.3 60.3

AFCh/GDP 67.5 68.6 70.9 70.2 69.2

NWh/NWt 80.5 75.2 73.8 73.9 75.0

Czech Republic

GVAh/GDP 23.2 18.7 19.3 17.5 16.4

GDIh/GNDI 57.2 54.8 59.5 57.8 55.5

AFCh/GDP 60.1 55.7 59.1 60.1 58.1

NWh/NWt 25.2 29.3 29.8 32.0 36.5

Note: GVAh – Gross Value Added of Households, GDP – Gross Domestic Product, GDIh – Gross Disposable Income of Households, GNDI – Gross  
 National Disposable Income, AFCh – Actual Final Consumption of Households, NWh – Net Worth of Households, NWt – Net Worth  
 of Total Economy.
Source: <www.insee.fr>, <www.czso.cz>
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The data shown in Table 1 indicates that the economic importance of households is approximately 
the same in both of the countries, if this importance is expressed as their proportions in the GDP. 
However, from the viewpoints of other selected indices we can see that French households are better  
off regarding the income distribution, redistribution, and use processes. The difference in proportions  
in the gross national disposable income amounts to about four percentage points, but the difference  
in the proportions of the actual final consumption values in the GDP gets to as high as 10 percentage 
points. In other words, French households' standing is better than that of the Czech households  
in the distribution and redistribution processes, especially in the in-kind form.

A principal difference can be seen with respect to households' proportion in the net worth.  
The very high proportion held by the French households is mainly implied by the excessive indebtedness  
of the French general government, which is pronounced in the low difference between the general 
government's financial assets and liabilities, a very low value of the net worth, and the low proportion  
in the corresponding national-economy value (cf. Hronová, Hindls, Marek, 2019). In the Czech Republic, 
general government's indebtedness is low; hence the situation is completely opposite.12

Consequently, the income distribution and redistribution processes reflected on the national accounts 
will help us identify the differences in households' outcomes from the economic activities, but also  
the results of the governments' social policies.

Table 2 Selected indices of the household sector_1 (%)

2000 2007 2009 2013 2018

France

AFC/FCE 130.0 131.2 132.8 133.5 133.5

STK/GDI 25.9 26.6 27.5 28.7 28.8

FCE/GDI 86.5 85.2 83.9 85.8 85.8

Wages/GDI 62.6 61.4 61.3 63.4 64.5

SB/GDI 30.9 31.3 33.1 35.4 35.5

Czech Republic

AFC/FCE 120.5 122.6 123.4 123.3 124.1

STK/GDI 18.2 20.2 20.4 21.1 21.7

FCE/GDI 88.9 89.2 87.2 90.4 90.2

Wages/GDI 52.2 58.1 57.6 58.3 63.8

SB/GDI 22.8 24.1 24.8 25.5 23.7

Notes: AFC – Actual Final Consumption, FCE – Final Consumption Expenditure, STK – Social Transfers in Kind, GDI – Gross Disposable Income,  
 Wages – Wages and Salaries, SB – Social Benefits.
Source: <www.insee.fr>, <www.czso.cz>

12   The net worth of the French general government went down by 30.0% in the period under assessment; it amounted  
to a mere 2.0% of the national-economy net worth as of the end of 2018. The net worth of the Czech general govern-
ment amounted to 40.0% of the national-economy value as of the end of 2018. This difference is implied by the substan-
tially lower debt of the Czech general government (32.6% of GDP in 2018) than that of the French general government  
(98.4% of GDP in 2018). 
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The starting point for such considerations is, undoubtedly, the comparison of the actual final 
consumption and the expenses incurred on the final consumption. The difference between these two 
values consists of social transfers in kind, that is, the value of the goods and services paid in favour  
of households by the general government and the non-profit institutions serving households – such  
as education, health care, culture, sports, etc. The value of the social transfers in kind therefore covers goods 
and services consumed by households without paying for them, i.e., increasing households' living standard 
level regardless of their (in)ability to pay the corresponding expenses incurred on the final consumption.

The data shown in Table 2 clearly implies that, on a long-term basis, the Czech households incur  
a larger proportion of their disposable income on the final consumption. This difference will, inter alia, 
be reflected in the lower saving rate13 of Czech households as compared with French ones (approximately 
11% for the Czech households on a long-term basis, and approximately 14% for the French households). 
The most significant component that affects households' ability to satisfy their needs from their income, 
and consequently the most significant component of the disposable income, is undoubtedly represented 
by wages. The Czech Republic has always been characterised by a lower level of wages (and of labour 
productivity). However, the economic results of the Czech national economy, as well as the economic 
policy in the most recent years14 have led to increasing the proportion of wages in households' gross 
disposable income (hereinafter GDI) by more than 10 percentage points, by which the value of this index 
got balanced between the Czech and French households in 2018. In a simplistic formulation, the initial 
conditions of the Czech and French employee households got balanced as regards the final consumption 
expenditure. The differences in the proportions of the final consumption expenditure with respect  
to the GDI are undoubtedly caused by the significantly lower purchasing power of old-age pensioners  
in the Czech Republic as compared with France; in fact, a typical pensioners' household spends its entire 
disposable income on consumption, mainly due to the low level of old-age pensions.15

The households' living standard does not exclusively depend on the ability to obtain the market products; 
it also follows from households' access to goods and services provided to them for free or almost for free by 
the general government and the non-profit institutions serving households. French households' actual final 
consumption is, on a long term basis, by one-third higher than the expenses incurred on final consumption;  
it is only by one-fourth for Czech households (cf. Table 2). In other words, French households cover three-
quarters of their needs from their resources, while Czech households cover four-fifths. This is an important aspect 
that indicates a higher living standard and better living conditions of French households than those prevailing 
in the Czech Republic. Another consequence is a higher (by about eight percentage points) ratio of the social 
transfers in kind with respect to the GDI16 for French households as compared with Czech ones (cf. Table 2).

The proportion of social benefits in the GDI is similar regarding a comparison between Czech and 
French households. The initial difference of eight percentage points was increased by one-half, that is, 
to 12 percentage points. Since the largest component of the social benefits is represented by old-age 
pensions, this growing disproportion can be assigned to the above-mentioned difference in the levels  
of the old-age pensions.17

13   Saving rate = Gross saving/Gross disposable income.
14   In particular, salaries were increased in public institutions with the consequent pressure on wage increases in the private 

sphere, as well as repeated increases of the minimum wages.
15   In 2018, the replacement rate was 60% in France but just 46% in the Czech Republic. Cf. <https://www.oecd-ilibrary.org/

finance-and-investment/gross-pension-replacement-rates/indicator>.
16   Keeping in mind that the social transfers in kind are not included in the disposable income but are included  

in the adjusted disposable income. That is why we speak about a ratio, not a proportion.
17   A substantial proportion in social benefits corresponds to unemployment benefits, whose amount has been undergoing 

different evolution paths in the considered countries: the unemployment rate in France fluctuated between 8% and 10% 
during the entire period in question, while in the Czech Republic it was on a comparable level until 2015, when it started 
to fall down to its current value of 2%.
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Table 3 Selected indices of the household sector_2 (%)

2000 2007 2009 2013 2018

France

SC/GDI 9.9 10.4 10.4 11.1 10.3

CT/GDI 15.1 14.1 13.9 16.3 17.5

(SC + CT)/GDI 25.0 24.5 24.3 27.4 27.8

SB/SC 314.0 301.3 316.7 318.6 344.1

SB/(SC + CT) 124.2 128.5 135.7 129.0 127.8

Czech Republic

SC/GDI 10.1 12.6 11.2 11.9 12.6

CT/GDI 8.2 8.6 6.8 7.5 9.3

(SC + CT)/GDI 18.3 21.1 18.0 19.4 21.9

SB/SC 226.1 191.9 220.7 214.4 193.6

SB/(SC + CT) 124.8 114.1 137.2 131.4 108.2

Notes: SC – Social Contributions, GDI – Gross Disposable Income, CT – Current Taxes on Income, Wealth, etc., SB – Social Benefits.
Source: <www.insee.fr>, <www.czso.cz>

A higher proportion of social benefits in the GDI and a higher amount of unpaid consumption  
in the case of French households not only means a growing pressure on the general government's 
expenditure18 and, consequently, debt (cf. above); it also brings a higher load on households regarding 
the (direct) taxes and social contributions paid by them. 

The data shown in Table 3 enables us to take a "reverse view" on households' living standard.  
The situation is comparable in both of the countries regarding social contributions by households 
(related to the GDI): the proportion of social contributions by Czech households is by a mere one to two 
percentage points. However, French households' income-tax (current tax) load is, on a long term basis, 
substantially higher than that in the Czech Republic. We can include both of these components under 
a sole "umbrella" index of the so-called mandatory payments (here a sum of social contributions and 
current taxes paid by households), and compare the value of this umbrella index with that of the GDI. 
The result is again to the detriment of French households and the difference has, on a long term basis, 
been fluctuating around six percentage points. Let us compare the proportions in the GDI of the social 
benefits and social contributions in each of the countries in question. We can thus identify the balance 
between households' payments to the social system and their gain (in the form of social benefits) from 
the same system. Czech households pay by one to two percentage points (as related to the GDI) more 
on social contributions than French households (cf. Table 3) but the former get by eight to 12 percentage 
points (again, as related to the GDI, cf. Table 2) less in social benefits than the latter. This disproportion 
to the detriment of Czech households is even emphasised when we compare the volumes of received 
social benefits and paid social contributions (cf. Table 3).

18   The expenditure of the French general government amounts to 52% to 57% of the GDP on a long-term basis; in the Czech 
Republic, this proportion fluctuates between 39% and 45% (cf. Hronová, Hindls, Marek, 2019).
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However, this comparison is not entirely correct: let us realise that if there is a lack of resources from 
the paid social contributions19 (of course paid by all subjects, not only households), the government 
may provide funding for social benefits from other resources, such as the taxes. Payments by households 
in the form of current taxes can thus, in connection with the received social benefits, be viewed  
on as a load analogous to the payments of social contributions. If we compare the volumes of the social 
benefits received by households20 with those of the mandatory payments paid by households, this ratio 
is not so significantly better for French households; or rather, this ratio has been decreasing for Czech 
households after 2013, getting as low as 108.2% in 2018, which is by nearly 20 percentage points lower 
than the value valid for French households.

In the years of the economic growth that began in the Czech Republic in 2013, logically, the smaller 
value of the unemployment rate and the higher level of wages worsened the balance between the amounts 
Czech households pay to the social system and the benefits they receive from it. In any case, the increasing 
level of the living standard should bring about an increase in the social transfer amounts paid in favour 
of households by the general government and non-profit institutions serving households. Unfortunately, 
Czech households' position in this respect is worse than that of French households. 

After formulating this partial conclusion, we must get back to the fact that the largest proportion  
in the social benefits is represented by old-age pensions. The economic growth and low unemployment 
rate in the Czech Republic have led to a faster growth in the volume of the social contributions 
paid by households (with a growth rate of 180.4% in current prices in the period in question) than  
in the volume of social benefits received by households (with a rate of 133.5%);21 that is, the value  
of the SB/SC, or SB/(SC + CT), index went down. At the same time it means that people not participating 
in the labour process, in particular old-age pensioners, are hurt by the overall economic prosperity.  
Old-age pensioners' households are those that make use, to the greatest extent, of the healthcare services 
(including payments for medicines) and other social services whose values are included in the amount 
of the social transfers in kind. It is therefore clear that the insufficient scope of the services provided for 
free, or nearly for free, and the volume of the social benefits are, in addition to the expenses incurred  
on final consumption, important attributes of households' living standard – and these very attributes may 
be decisive in the perception of "which households are better off ". Nonetheless, the larger proportion  
of households' unpaid consumption and the higher proportion of the social benefits (whether related  
to the GDI or to the paid social contributions) generates pressure on the general government's expenditure.22 
This is the case of France, where the government's social policy on the one hand ensures a higher level  
of households' living standard, on the other hand it decreases the living standard of the society as a whole 
due to the problematic sustainability of public finances.

19   This is the case of France, where – since 2009 – the volume of the social benefits paid by the general government has been 
higher than the amount of the social contributions received by the general government. This balance has been opposite 
in the Czech Republic on a long-term basis; the volume of the social contributions received by the general government 
is by about one-third higher than the volume of the social benefits paid by the general government.

20   The authors are aware of a certain margin of error here: households receive social benefits not only from the general 
government (within the framework of the mandatory social insurance) but also from financial corporations (within the 
framework of the optional social insurance) and from employers (as an equivalent of employers' imputed social contri-
butions). However, such additional benefits are by far less important.

21   In France, the amount of social contributions paid by households went up by 67.3%, while the amount of the social ben-
efits received by households by 83.4%.

22   Partly to the expenditure incurred by non-profit institutions serving households; however their proportion in the social 
transfers in kind in favour of households and in the non-market output is not very significant in this context. The pro-
portion in the social transfers in kind of non-profit institutions serving households amounts to about 5% in the Czech 
Republic and about 10–12% in France; their proportion in the non-market output is again about 5% in the Czech Republic 
and about 10% in France.
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CONCLUSIONS
Evaluating and comparing households' living standard levels is a recurring and politically sensitive topic. 
In order to quantify this problem, we must first define the content of the notion and then find indices 
that will enable us to evaluate and compare them. OECD is active in the evaluations and international 
comparisons; on the basis of the individual indices, OECD compares the countries to be evaluated.  
This approach is static; the living standard levels are evaluated in particular years but the results can 
hardly be used for comparative analysis in time.

The national accounts, or rather the account of the household sector, provide a tool that is very 
suitable to evaluate and compare the living standard levels in time and space. The possibility to compare 
in space is based on the comparable methodologies of national accounts (ESA 2010,23 or SNA 2008,24 
the temporal comparisons stem from not only the long and methodologically comparable time series, 
but – in particular – the use of relative indices. In addition to the indices usually used for the evaluation 
of particular components of the living standard, such as the disposable income and adjusted disposable 
income, the household account provides other indices, whose values bear information about households 
expenditure (incurred on final consumption expenditure),25 as well as what households consumed regardless 
of who pays for it (actual final consumption). The difference between the actual final consumption  
and the final consumption expenditure consists of the social transfers in kind.

When comparing the data for the household sectors in the Czech Republic and France, we revealed  
the fact that the area of households' unpaid-for consumption (in the form of transfers in kind)  
is an important aspect by which households' living standard levels differ from each other in the two 
countries we consider here. Czech households obtain a relatively lower proportion of the unpaid-for 
final consumption; and the ratio of the social benefits as related to the disposable income is also smaller  
in the Czech Republic than in France. On the other hand, Czech households'  load by income tax  
is smaller; and the relative value of their payments on social contributions is about the same as that  
of French households. The economic growth in the Czech Republic after 2013 has been accompanied  
by a worsening ratio of the received social benefits with respect to the mandatory payments by households; 
this fact indicates, inter alia, a significant lag in the growth of social benefits (mostly consisting of old-
age pensions) behind the that of wages and other types of income. Having in mind the low level of social 
benefits (in particular, old-age pensions), we clearly see that the living standard level can be improved  
by increasing the unpaid-for final consumption. On the other hand it turns out that the general government's 
accommodating social policy (manifested in the large volume of the non-market output and social 
transfers in kind) in favour of households leads to problems with sustainability of public finances, from 
which root the social tension grows, being detrimental to the well-being of the society as a whole (even 
though we still cannot be sure what the well-being in fact is); this is also the case of France.

It is difficult to say where the level of households' living standard is actually higher. Hence we should 
not resort to a more-or-less intuitive comparisons between easily grasped and popularising indices. In each 
such comparison, different indices have different meanings; only when we evaluate them comprehensively, 
with a wide use of the data from the national accounts, can we find a qualified answer to the question 
where the living standard level is higher (or lower). That is why our analysis (on an example of comparing 
the Czech Republic and France) has been aimed at illustrating the possibilities offered by the system  
of the national accounts not only in comparing the living standard levels on the basis of the data taken 
from the household sector's account but also in the context of other data that can be found on the national 
accounts.

23   European System of Accounts – ESA 2010 (Système Européen des Comptes – SEC 2010). Luxembourg: Eurostat, 2013.
24   System of National Accounts 2008. New York: United Nations, IMF, OECD, Eurostat, World Bank, 2009.
25   The authors are aware of a certain margin of error here: the final consumption expenditure also includes items consumed 

by households but paid by someone else, in particular, imputed rents and self-supplied agricultural production.
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Abstract

In uncertain times, it is crucial to have some statistics, which can help with the prediction of future 
development in the national economy. Business Tendency Survey is one of the most essential and favourite tools  
for predictions in economic statistics. The article aims to determine which confidence indicators help 
predict the Czech economic development and which base of the confidence indicators is the best  
for making predictions. Using the Granger causality test, we prove the Business Tendency Survey indicators are 
beneficial for predictions. The economic sentiment indicator and the confidence indicator for industry predict  
the gross value added better than the gross domestic product. The long-term average is a slightly better base than  
the base indices. The predictions are most accurate in the horizon of two quarters. Individual composite indicator  
for the industry well predicts both the industrial production index (for the next month) and the gross value 
added in the industry (for the next quarter).

INTRODUCTION
The development of the economy in the European Union is a frequently discussed issue. The Business 
Tendency Survey is one of the standard data sources used. The European Commission coordinates  
its methodology. Thanks to this, we obtain harmonised qualitative data across all European countries. 
The weighting scheme (during the construction of the indicators) and the base are disputable parts  
of the calculation. The European Commission uses the long-term average (over the period 1990–2018).  
For countries where the European Commission has missing values, the period starts at the earliest 
available data point onwards to 2018. Every January, the European Commission recalculates the indicators. 
They have to add the values from the ending year (i.e. in January 2020, the European Commission  
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is going to review the European Sentiment Indicator so that it will be based on a simple average stretching 
from 1990 to 2019).  However, some countries have a different base. We had a simple average of 2005  
in the Czech Republic by the end of 2019. From the beginning of 2020, the Czech Statistical Office uses 
the long-term average. In Italy, they use the simple average of 2010, while the simple average of 2015  
is used in Germany and Slovakia (Ptáčková, Štěpánek, Hanzal, 2019; Czech Statistical Office, 2020).

The Business Tendency Survey has two forms of publishing the results: (i) base indices, and (ii) 
balance, respectively. This paper has two aims. The first is to verify which economic indicators are best 
predicted by business cycle surveys. We will compare predictions of gross domestic product, gross value 
added, the industrial production index and gross value added in industry. The second objective will  
be the base of the BTS indicators. Does the base affect the results? If so, which base is best for predictions 
in the Czech economy?

We divided the article into three chapters. The literature review is the first one. The second one consists 
of methodology and data, while the last part allows readers to become informed about the most relevant 
results of the calculation. After that, we discuss the recommendation of the base used.

1 LITERATURE REVIEW 
The Business Tendency Survey (BTS) is a popular tool for predictions of the economy. The question  
is posed as to what this survey forecasts. The respondent should evaluate the current situation and changes 
in the ensuing three (or six) months (for example, the development of the national economy, financial 
situation or employment). Businessmen or consumers choose (typically) from three options: "decrease", 
"stable" or "growth". The Business Tendency Survey is a rich and reliable source for quick estimates  
of the results of the national economy - both as a whole and in individual sectors. Unfortunately, they 
are rarely used in practice (Marek, Hronová, Hindls, 2019).

1.1 Predictions of the economic indicators 
The Business Tendency Survey is an essential and favourite tool for the predictions of the economic 
variables – Gross Domestic Product (GDP), Gross Value Added (GVA) or business cycle. Modugno, 
Soybilgen, Yazgan (2016) created a model re-estimation. The model has good results during a global 
economic crisis, but it worsens after the crisis.

Sorić and Marković (2010) discuss the fact that indicators calculated from the Business Tendency 
Survey responses are leading indicators for macroeconomics variables. However, they have to predict 
the selected variables. Balances which analysts estimate from Business Tendency Survey are an essential 
tool for the forecasting of and support for policy decisions (Cesaroni and Iezzi, 2015). Hainisch  
and Scheufele (2017) warned that data revisions could affect the quality of the survey data  
and the forecasting.

Bergström (1995) found the relationship between the industrial production growth rate  
and the Swedish indicators from the Business Tendency Survey. Österholm (2013) confirmed this 
conclusion. The survey data help with the Swedish short-term forecast of GDP growth. The author informs 
that it has essential informational value. Martinsen, Ravazzolo and Wulfsberg (2014) predicted GDP 
growth for the selected regions and sectors. They used a factor model approach for these predictions. 
Zeman, Lojka and Obst (2016) analysed the possibilities of using confidence indicators for the development  
of the q-o-q GVA changes by using Vector Autoregressive Models and co-integration analysis. In Czech 
data, they discovered no relationship between the questions and confidence indicator of the industries 
(except for the manufacturing industry where they identified significant short-term relationship). 

Bruno and Lupi (2004) focused on the business cycle turning points and the prediction ability of these 
indicators. According to Cesaroni and Iezzi (2015), analysts should use an accurate indicator calculated 
from the selected question (e.g. the number of employees, the company's expectation about the economic 
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development or investments) for short-term predictions. But the indicators help with the policy decisions 
and improve the forecasts, too. Lehmann and Weyh (2016) analysed only employment expectations. 
They confirmed that these results help with employment growth forecasting. Abberger (2005) calculates  
that responses to capacity assessment are essential for the evaluation of investment. 

Białowolski (2014) changes the approach of the construction confidence indicator. He warns that 
this concept should be tested for a particular country. But they confirmed that we could use indicators 
for forecasting the main macroeconomic variables. Marek, Hronová and Hindls (2019) have shown 
that views on developments in industry and construction with a time lag assist with the predictions  
of the quarterly gross value added of the national economy. The confidence indicator in trade and services 
was not significant. The authors argue that the respondents in the mentioned sectors have a different 
view of the assessment and prediction of their business development. At the same time, they remind  
of the dominance of manufacturing industries in the Czech economy.

1.2 Relationship of industrial production index and gross value added in industry 
The monthly industrial production index (IPI) is the first approximation of the development of gross value added 
in the industry as the IPI for the last month of the given quarter is released around 20 days before the estimate 
of gross value added for individual CZ-NACE sections. There are several methodological differences between 
IPI and gross value added.2 Based on the empirical analysis of the coherence of indicators, Fischer et al. (2014) 
note that the IPI is much closer to the development of industrial enterprises' sales at the level of individual CZ-
NACE subsections than the gross value added in these subsections. However, at the level of the whole industry 
(sections B+C+D) the IPI is strongly correlated with the development of revenues from industrial activity, total 
production (gross output) of industry and the gross value added of the industry as well (Fischer et al., 2014).

2 DATA AND METHODOLOGY 
2.1 Business Tendency Survey 
The Business Tendency Survey defines confidence indicators, which are useful for the economic sentiment 
indicator construction (see Figure 1). 

• The composite confidence indicator (economic sentiment indicator) is calculated as the weighted 
average of seasonally adjusted confidence indicators in the industry, trade, construction  
and in the selected service and consumer confidence indicator.

• The business confidence indicator is calculated as the weighted average of seasonally adjusted 
confidence indicators in industry, construction, trade and selected services:
• The confidence indicator in the industry is calculated as the simple average of seasonally 

adjusted balances of three questions (the assessment of total demand, assessment of stocks  
of final production – with an inverted sign – and the expected development of production activity).

• The confidence indicator for construction is calculated as the simple average of the assessment 
of total demand and the expected development of employment.

• The confidence indicator in trade is calculated as the simple average of the assessment  
of the economic situation, the evaluation of stocks (with an inverted sign) and the expected 
development of the economic situation.

• The confidence indicator in selected services is calculated as the simple average of the assessment 
of the economic situation, the assessment of demand and expected demand.

• The consumer confidence indicator is calculated as the simple average of the expected financial 
situation of consumers, the expected total economic situation, expected total unemployment  
(with an inverted sign) and savings expected in 12 months (Czech Statistical Office, 2019).

2   See ECB (2016).
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Figure 1 summarizes previous information about the Economic sentiment indicator construction. 
One can see the weights of the individual confidence indicator in brackets. The European Commission 
defines mentioned weighting scheme. 

2.2 Granger causality test
We can use the Granger causality test to determine whether a concrete time series is beneficial  
for the forecasting of another one. The main idea of this test is: if the variable X is causal for variable  
Y in the Granger way, we can say that the information from variable X is essential for accurate predictions 
of variable Y (Wang, 2019).

The test uses two stationary time series (Xt and Yt). The time series Yt is correlated with lagged values 
of Xt. The test helps with the understanding of how the change in the one time series impact the changes 
in the second time series – it does not matter which one is causation and which one is a consequence 
(Hušek, 2007). The null hypothesis means that variable X does not influence variable Y in the Granger 
way. Formula (1) describes the restricted regression model:
 

 , (1)

where Yt and Yt-i are two continuous observations of the time-series in times t and t-i, respectively, α0 
and αi are coefficients of the toughness of the dependency between Yt and Yt-i and µt is a non-systematic 
(white-noise) component of the model.

Figure 1  Weighing system for the construction of composite confidence indicator (in %)

Source: Czech Statistical Office (2019)
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The next equation is different than the first one. There are lagged values of the time series X used  
as an explanatory variable. This Formula (2) is an unrestricted regression model:

 , (2)

where Xt and Yt are values of the time series X and Y in the time t, the α0 is a linear constant (we have  
to estimate this value), µt is the white noise sequence, αi and βj are coefficients of the variables Xt and Yt 
and m is the number of lagged terms (Wang, 2019). Granger causality test uses the past values of both time 
series – Xt and Yt. It is important to mention again that we use the known (past) values of the economic 
indicators and differently lagged values of the Business Tendency Survey indicators.

The test compares the unrestricted model and restricted model. The analysis is focused on data from 
January 2003 until December 2018 for all sectors (industry, construction, trade, and selected services, 
respectively) and consumers in the Czech Republic. All the computations were performed using the R 
language and environment for statistical computing and graphics (R Core Team, 2014).

We consider the following economic indicators: 
• economic sentiment indicator (qualitative data, BTS, base indices = base in 2005, 2010, 2015, 

long-term average), 
• business confidence indicator (qualitative data, BTS, base indices = base in 2005, 2010, 2015,  

long-term average), 
• the individual confidence indicator in the industry (qualitative data, BTS, base indices = base  

in 2005, 2010, 2015, long-term average), 
• gross domestic product (quantitative data, national accounts), 
• gross value added (quantitative data, national accounts), 
• industrial production index (quantitative data, short-term statistics, base indices = base in 2005, 

2010),
• gross value added in the industry (quantitative data, national accounts, base indices = base  

in 2005, 2010).
Economic sentiment indicator, the business confidence indicator, individual confidence indicators 

in the industry and the IPI are published monthly. That is why we recalculate these values quarterly  
(for comparison with the gross domestic product and gross value added). We calculate the simple average 
of the three-monthly values of the mentioned economic indicators. We have to adjust data (seasonally) 
using the X-13 Census ARIMA procedure. After that, we extract a linear trend from data. It means  
that all time-series were de-trended thanks to the decomposition (we get data devoid of a trend 
after this step). Before modelling, it is necessary to remove the seasonality (Granger, 1979). We test  
the stationarity of all-time series using the augmented Dickey-Fuller test. This test is based on the analysis  
of the first-order autoregressive process AR(1) (Box and Jenkins, 1970).

This paper follows the paper from Ptáčková, Štěpánek and Hanzal (2019). They concluded  
that we should use the base indices within the base given as a simple average of 2005, 2010 or 2015 years, 
respectively for the economic indicators prediction (in terms of achieving the tightest relations between 
the obtained and predicted values of the economic indicators). As in the mentioned article, the decisions 
will be made using only the p-values and F-statistics. We will focus only on the one-way relationship:  
it means that the results from the Business Tendency Survey describe/predict the values of the economic 
indicators (GDP, GVA, IPP).

3 RESULTS 
Firstly, we focus on the relationship between economic sentiment indicator in time t and gross domestic 
product, gross value added, respectively, in time t + 2. It means that the information from the BTS  
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can help to predict the development of the economic indicators in the following six months. In Table 1, 
ESI_BI is the economic sentiment indicator in the base indices form (where the base is the simple average 
of the monthly results in 2005, 2010, or 2015, respectively). ESI_LTA is economic sentiment indicator 
in the base indices form (where the base is the simple average of the monthly results from January 2003 
to December 2017).

In Table 1, ESI shows significant results for both economic indicators: gross value added and gross 
domestic product. But we have a better relationship between ESI and gross value added in terms  
of achieving the tightest relations between the obtained and predicted values of the economic indicators.

Secondly, we analyse the prediction ability of the business confidence indicator in time t and the gross 
domestic product or gross value added in time t + 1 (in the next three months). In this case, we do not 
have significant results for any combination (see Table 2).

After that, we continue in the calculation, and we focus on the next period: gross domestic product 
and gross value added in time t + 2 (in the next six months). We have better results for the long-term 
average. Still, we should consider the following: the business confidence indicator helps with the predictions  
of the key economic indicators in the following six months. We obtain similar results for this when  
we analyse the partial confidence indicator in the industry instead of the business confidence indicator.

Table 1 Granger causality tests – ESI (t), GDP, GVA (t + 2)

Table 2 Granger causality tests – BCI (t), GDP, GVA (t + 1)

ESI_BI (2005, 2010, 2015) ESI_LTA (2003–2017)

p-value F-test p-value F-test

GDP (BI = 2005) 0.0008 12.4980 0.0003 14.5380

GDP (BI = 2010) 0.0008 12.4840 0.0003 14.5920

GVA (BI = 2005) 0.0000 31.2120 0.0000 35.7380

GVA (BI = 2010) 0.0000 31.1390 0.0000 35.5930

Source: Own construction

BCI_BI (2005) BCI_BI (2010) BCI_BI (2015) BCI_LTA (2003–2017)

p-value F-test p-value F-test p-value F-test p-value F-test

GDP (BI = 2005) 0.3015 1.0840 0.4457 0.5895 0.3884 0.7549 0.3809 0.7793

GDP (BI = 2010) 0.2532 1.3312 0.3837 0.7703 0.3312 0.9599 0.3244 0.9876

GVA (BI = 2005) 0.3375 0.9350 0.6704 0.1830 0.5365 0.3866 0.5189 0.4210

GVA (BI = 2010) 0.3596 0.8527 0.6973 0.1528 0.5625 0.3392 0.5447 0.3711

Source: Own construction
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Table 4 Granger causality tests – CI_BI (t), IPI (t + 1, …, t + 6)

Table 3 Granger causality tests – BCI (t), GDP, GVA (t + 2)

CI_BI (2005, 2010, 2015) CI_LTA (2003–2017)

p-value F-test p-value F-test

IPI (t + 1) 0.0029 9.1179 0.0029 9.1179

IPI (t + 2) 0.0050 8.0605 0.0050 8.0605

IPI (t + 3) 0.0160 5.9068 0.0160 5.9068

IPI (t + 4) 0.0649 3.4485 0.0649 3.4485

IPI (t + 5) 0.0508 3.8670 0.0508 3.8670

IPI (t + 6) 0.6281 0.2354 0.6281 0.2354

Source: Own construction

BCI_BI (2005) BCI_BI (2010) BCI_BI (2015) BCI_LTA (2003–2017)

p-value F-test p-value F-test p-value F-test p-value F-test

GDP (BI = 2005) 0.0015 11.1520 0.0050 13.5870 0.0007 12.8400 0.0007 12.7230

GDP (BI = 2010) 0.0016 10.9760 0.0005 13.5940 0.0007 12.7740 0.0008 12.6480

GVA (BI = 2005) 0.0000 26.9770 0.0000 34.9110 0.0000 32.3280 0.0000 31.9390

GVA (BI = 2010) 0.0000 26.8170 0.0000 34.2760 0.0000 31.8790 0.0000 31.5140

Source: Own construction

In the next step, we try to find the best base for the individual confidence indicator in the industry 
(CI_BI) and industrial production index (IPI) in the time t + 1 (next month), …, t + 6 (next six months). 
It is essential to mention that we analyse monthly data.

In Table 4, we have significant results (in terms of getting the tightest relations between the obtained 
and predicted values of the economic indicators) for these combinations: individual confidence indicator 
in the industry (based in 2005, 2010 and 2015) and IPI (t + 1), IPI (t + 2), individual confidence indicator 
in the industry (LTA) and IPI (t + 1), IPI (t + 2). The results are equal when we use different bases or 
long-term average for the confidence indicator.

Finally, we calculate the Granger causality tests for the individual confidence indicator in the industry 
(based in 2005, 2010 and 2015) and the gross value added in the industry. Table 5 describes the results of 
the Granger causality test. We can say that we have essential results for the combined gross value added 
in the industry in the time t + 1 (the number of the GVA in the industry is in a million Czech crowns 
from the national accounts – constant prices) and confidence indicator in the industry. Again, it does 
not matter which base we use.
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DISCUSSION AND CONCLUSION 
The Business Tendency Survey is an important data source indicating the current and future development 
of the national economy. A lot of analysts confirm that it works. Österholm (2013) used BTS results for 
the short-term forecast of GDP growth. Marek, Hronová and Hindls (2019) confirm that these results 
help with the predictions in the industry and construction sector.

In this paper, we focus on finding the best base for the predictions (in terms of getting the tightest 
relations between the obtained and predicted values of the economic indicators) of the Czech economy. 
By the Granger causality test, the economic sentiment indicator has significant results for the predictions 
of the gross domestic product and gross value added in the next six months. The business confidence 
indicator has the same predictive results. In both cases (economic sentiment indicator and business 
confidence indicator), we obtain higher F-values for the gross value added than for the gross domestic 
product. The individual confidence indicator in the industry well predicts the monthly industrial 
production index. The results are significant for the following month and the two months predictions, 
regardless of the base we used.

In conclusion, we proved that we could use the Business Tendency Survey for the predictions of 
economic indicators. When we talk about the gross domestic product, we can recommend using the 
long-term average as the base, but there is no significant difference comparing to the base indices. In 
this analysis, we see that the BTS is better for GVA predictions compared to GDP. Also, we can use the 
confidence indicator in the industry for the gross value added in the industry predictions.

In the next research, we can improve the weighting system for getting better results of the economic 
sentiment indicator. Furthermore, we plan to use the results from the survey-on-survey, which is currently 
provided in co-operation with the Czech Statistical Office.
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The Impact of  Migration  
on Well-Being in a Remittances 
Dependent Economy
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Abstract

The aim of this study is to examine the impact of migration on migrant-sending communities. The particular 
attention is drawn to the well-being of households residing in Central Asia, where migration is a crucial issue 
due to constant and high outflow of labor force. More specifically, in an attempt to determine the extent to which 
international migration influences subjective well-being of household members left behind, the research uses 
panel data collected in Tajikistan from 2007 to 2011. The results indicate that, on average, there is a positive 
relationship between migration of a family member and improvements in satisfaction with life as-a-whole  
and current financial situation of those who are staying behind. The positive effects are even more pronounced 
when the sample is restricted to migrant-sending households that receive remittances. The further split-sample 
analysis also documents that the impact of migration appears to be heterogeneous across different economic 
and geographic contexts.  

INTRODUCTION
Internal market distortions all over the world force many individuals to migrate in search of better life 
conditions and to escape different types of deprivation. The statistics show that international migration 
stock of nearly 272 million people accounts for 3.5% of the world population (United Nations, 2019). 
Due to constraints to move freely between countries in the form of strict immigration policies and 
transportation costs, international migrants in most of the cases not only leave their communities but 
also family members behind (Démurger and Wang, 2016). Migrant transfers of money and goods, 
commonly referred as remittances, therefore, have become one of the main sources of household income 
in increasing number of developing countries. In many cases, remittances are not determined after  
the process of migration, but the prospect of remitting might significantly affect the decision to migrate. 
Hence, it is not surprising that the volume of remittances to developing countries had significantly 
increased over the last years: from USD 228.6 billion in 2006 to USD 529 billion in 2018 (World Bank, 2016; 
World Bank, 2019). At the household level, the share of remittances might even reach 50% of the income  
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(Duval and Wolff, 2010). Moreover, migrant-sending communities receive not only financial remittances, 
but there are also social changes brought about by migrants, usually defined in rather intangible 
terms (e.g. ideas, behaviors, values) and referred as social remittances (Bailey et al., 2018; Cingolani  
and Vietti, 2019). Given the considerable number of migrants, there is an important question regarding  
the well-being of those staying behind: whether cross-border transfers can compensate emotional  
and financial losses connected with the absence of household members?

The answer for this query cannot be found in the literature because there is no theoretical consensus 
on the direction of the development impacts of migration on migrant-sending communities. Historically, 
classical (Ravenstien, 1885) and neoclassical (Harris and Todaro, 1970) paradigms emphasized the positive 
contribution of migration to economic development of source communities through relocation of excessive 
capital and labor. This point of view is in line with the generally accepted theory of labor migration 
proposed by Stark and Bloom (1985), where migration is regarded as a joint utility maximizing decision 
between migrants and other family members undertaken with the aim of diversifying risks perpetual  
to domestic environment. On the contrary, there is an alternative school of thought which emphasizes 
that negative effects of migration would prevail over positive ones, and that “migration leads to economic 
dependency and stunted development in migrant-sending societies” (Bohra-Mishra, 2013, p. 173).

Along with theoretical studies, a significant number of empirical papers were dedicated to examination 
of how migration in general and migrants’ remittances in particular affect the well-being of those who 
are left behind. Though, these researches tend to explore changes in the well-being of migrant-sending 
families indirectly based on economic indicators at the individual or household levels. Among them, 
we can mention, for example, consumption and investment (Adams and Cuecuecha, 2010), education 
(Gyimah-Brempong and Asiedu, 2015), fertility decision-making (Šimková and Langhamrová, 2015), 
health (Lu, 2013), housing (Strielkowski and Weyskrabová, 2013), income (De and Ratha, 2012), labor 
supply (Justino and Shemyakina, 2012) or poverty (Esquivel and Huerta-Pineda, 2007). The standard 
approach to infer welfare from observed behavior is not a sole empirical option. Another, less explored 
approach is related to personal judgments of people (Syrovátka, 2007). Well-being indicators in this 
case are usually derived from answers of individuals to general and specific questions about their 
life satisfaction or happiness levels. However, the area of direct evaluation of well-being by members  
of migrant-sending households be they children, seniors or spouses is relatively new and consequently, 
less investigated (Nguyen et al., 2007). 

The variety of seemingly contradictory theoretical and empirical predictions suggests that a dilemma over 
the relationship between migration and well-being will not be solved in the foreseeable future. Moreover, 
the available research is mostly based on the data from Latin American, African and Southeastern Asian 
countries with relatively few empirical studies concentrating on the impact of migration on households  
in Central Asia, one of the vulnerable regions as identified by Collier (2008), which lies on the cross-roads 
of active migratory movements. This study aims to address indeterminacy in the literature by analyzing 
the extent to which migration of a family member affects subjective well-being of those staying behind 
by applying the latest data from nationally-representative surveys conducted all over Tajikistan.

The choice of the country is not arbitrary. Due to severe consequences of the Soviet Union collapse 
and prolonged transitory period, many Tajik households chose to migrate as a coping strategy.  
For many years, Tajikistan was the world leader in terms of dependence on migrant financial 
transfers measured by a considerable margin of personal remittances in the country’s national income 
(Danzer and Ivaschenko, 2010). The issue of persistent labor emigration had also been acknowledged  
at the governmental level of Tajikistan by the establishment of the migration service agency (International 
Labour Organization, 2011). As it can be seen from Figure 1, over the last years, the value of received 
personal remittances constantly accounted for approximately 30% of Tajikistan’s gross domestic product 
(GDP), with the lowest observed value being far higher than the unweighted global average value.  
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The overall increasing trend is explained by local economic deficiencies pushing people to become migrants 
(Clément, 2011), while abrupt downturns in 2009 and 2014 can be attributed to external economic crises 
(Danzer and Ivaschenko, 2010; Petrović et al., 2017).

Despite high remittance inflows, the country is characterized by considerable number of households 
experiencing financial difficulties. Based on the latest available estimations, more than 30% of the population 
was below the national poverty line (Figure 2). This economic situation is nothing new, Tajikistan was 
also among the poorest states of the former Soviet Union (Clément, 2011).  

With respect to subjective well-being measures, Tajikistan’s country-average happiness score  
(Figure 3) was ranked only 74th out of 156 countries in the 2016–2018 Ranking of Happiness; however, 
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when the increase of 0.764 in the index for the period between 2005–2008 and 2016–2018 is considered 
the country was among the top 18 nations (Helliwell et al., 2019). 

Given interconnectivity between the previous three indicators, they can be viewed at the same time; 
it should be noted that because the data are derived from different sources, the coverage is not identical. 
Firstly, we can say that the percentage of Tajikistan’s population living in poverty decreased by three 
times from 1999 to 2015. Over this period, the country’s dependence on remittances and happiness score 
noticeably increased. The data also suggest that the positive changes in the poverty rates were steady, 
while the latter indicators fluctuated noticeably. 

Taking into consideration economic situation in Tajikistan, it is important to obtain a comprehensive 
overview of household migration experience. Despite the importance of international migration for 
the economy of Tajikistan, only relatively few studies have attempted to investigate the well-being  
of migrant-sending households residing in this country. The studies mainly concentrated on “objective” 
well-being measures. Therefore, the aim of this research is to explore additional ways through which 
migration could possibly affect households in Tajikistan, so that to contribute to the understanding  
of the impact of migration on regions with high outflows of people. In this context, evaluative well-being 
is chosen to be the outcome variable. Based on Graham and Nikolova (2015), it is assumed that life 
evaluations are more appropriate measure of choice and opportunities than other categories of subjective 
well-being (hedonic or eudaimonic); and might represent actual capabilities and means that individuals 
have, allowing policymakers to better target poor and socially deprived people. This type of well-being 
is less considerably affected by short-term fluctuations and expected to capture economic consequences 
of migration. Accordingly, research conclusions can contribute to the existing economic knowledge  
of whether migration can promote development or not.

1 DATA DESCRIPTION
The study draws on the Tajikistan Living Standards Survey (TLSS) conducted under auspices of the World 
Bank in 2007 and in 2009, and the Tajikistan Household Panel Survey (THPS) collected by the Institute 
for East- and Southeast European Studies in 2011. The representative data were collected from urban 
and rural areas of the country’s each administrative region. Initially, 4 860 households were randomly 
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selected to participate in the survey connected with measuring the quality of life in Tajikistan (Gang  
et al., 2018). After 2 years, the survey organizers, motivated by the same purpose, re-interviewed a random 
subsample of 1 503 households within the 2007 TLSS (Danzer and Ivaschenko, 2010). In 2011, another 
large-scale questionnaire was distributed to 1 503 households, most of them being from the 2007 TLSS 
and the 2009 TLSS, to investigate the migration patterns in Tajikistan (Danzer et al., 2013). 

Ideally, the analysis should be based on the random sub-sample of 1 503 households. There are several 
practical issues that reduce the actual number of households. Firstly, the information about only 1 458 
households was updated in 2011. In addition to the panel attrition, variables describing various household 
characteristics have missing values across surveys. As a result, the sample with complete information 
about households tracked over each survey wave comprises 1 283 data points. The number of households 
is comparable to the recent research in the similar settings by Gang et al. (2018), where the analysis is 
based on the balanced panel of 1 257 households. 

The study mainly concentrates on a single binary regressor, which is equal to 1 if a household had 
at least one current member residing abroad when the survey data were collected. Table 1 summarizes 
information about the number of households with and without migrants in every wave of the surveys. 
The values suggest that from the total number of observations, 726 of them are identified as being  
a migrant-sending household. It should be noted that the survey probability to observe households with 
migrants was much higher in 2011, whereas the difference in the number of migrant-sending households 
between the years 2007 and 2009 is less significant. When we explicitly consider whether migrant-sending 
households received cash or in-kind transfers over the course of the year, we can see that in the context  
of Tajikistan, migration is mostly motivated by remittances. The correlation between “migration”  
and “remittances” is positive and strong (0.9). 

For the outcome variables, the study considers the survey answers of the most informed household 
member to the two following Likert scale questions: (1) Overall how satisfied are you with your life?  
and (2) How satisfied are you with your current financial situation? Following the new economics of labor 
migration, it is assumed that migration is a joint household decision and its impacts affect all household 
members. Therefore, we can consider the opinion of household head as a proxy for overall household 
well-being. Although, the wording of questions remained the same across surveys, the division of answers 
into categories was changed from 4 to 5 between the waves of the survey. With the aim of enabling  
a comparison between periods, two ordinal variables with 4 categories are constructed by merging interim 
categories; particularly, the answers are categorized ascendingly as: not at all satisfied, less than satisfied, 
rather satisfied or satisfied.

Table 1 Distribution of sampled households by decision to migrate and send remittances

Without migrants 2007 With migrants 2007 Remittance-receiving

Without migrants 2009 966 145

With migrants 2009 113 59 151

Without migrants 2011 836 97

With migrants 2011 243 107 305

Remittance-receiving 179

Source: TLSS (2007), TLSS (2009), THPS (2011)
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Given the specifications of treatment and outcome variables, now we can consider their joint progression 
over five years: Figure 4 illustrates the changes in household satisfaction with overall life conditions, while 
Figure 5 shows the evolution of household satisfaction with current financial situation.

Based on the graphs, we can see that both subjective well-being measures experienced a growth during 
the period under observation. The average value of overall life satisfaction increased from 3.21 to 3.46 
and then to 3.64, while the average values of satisfaction with current financial situation were 2.45, 2.53 
and 2.72 in 2007, 2009 and 2011 respectively. In addition to the time-related changes, the indicators also 
diverge with respect to migration decision. When the indicators are disaggregated, in almost all periods, 
migrant-sending households had higher satisfaction levels than households without migrants.
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Figure 4  Distribution of sampled Tajik households by overall well-being 

Figure 5  Distribution of sampled Tajik households by financial well-being

Source: TLSS (2007), TLSS (2009) and THPS (2011)

Source: TLSS (2007), TLSS (2009) and THPS (2011)
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To allow comparability with the previous literature, in addition to migration, the study estimates 
household subjective well-being as a function of several covariates. To avoid the possibility of endogeneity, 
the chosen variables should affect the outcome variables; and not be systematically influenced  
by the treatment status. Mostly, individual and regional household characteristics satisfy these requirements 
and are proposed by the literature on the typical changes associated with migrant-sending households; 
given the recommendations; information related to household head is not considered due to possibility 
of endogeneity (Démurger and Wang, 2016). Table 2 presents a summary of variables selected to be used 
for the analysis.

Table 2 Descriptive statistics     

Mean St dev Mean St dev Mean St dev

2007 2009 2011

Household size 6.37 2.83 6.78 3 6.42 3.14

Household composition

Share of children below the age of 6 0.10 0.13 0.107 0.13 0.111 0.14

Share of children aged between 6 and 15 0.234 0.19 0.21 0.19 0.195 0.19

Share of adults aged between 16 and 65 0.61 0.24 0.631 0.23 0.635 0.23

Share of elderly over the age of 65 0.056 0.15 0.052 0.15 0.059 0.16

Share of female adults 0.33 0.18 0.33 0.17 0.346 0.18

Household education level

Average education of household members 2.56 0.88 2.62 0.89 2.68 0.95

Number of household members with   tertiary education 0.27 0.45 0.29 0.45 0.29 0.45

Household location

Urban 0.34 0.47 0.34 0.47 0.33 0.47

Districts of Republican Subordination 0.207 0.41 0.207 0.41 0.207 0.41

Dushanbe 0.162 0.37 0.162 0.37 0.162 0.37

Gorno-Badakhshan Autonomous 0.102 0.3 0.102 0.3 0.102 0.3

Khatlon 0.264 0.44 0.264 0.44 0.264 0.44

Sughd 0.265 0.44 0.265 0.44 0.265 0.44

Migration network

Proportion of households with migrants in primary sampling unit 0.15 0.15 0.13 0.13 0.27 0.24

Source: TLSS (2007), TLSS (2009), THPS (2011)
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Overall, characteristics of households are comparable across surveys with expected time-induced 
changes. The average household size slightly increased from 2007 to 2011 with a small upsurge in 2009. 
As for the household composition: the share of adults increased resulting from the decline of the share 
of teenagers, while the share of children and elderly stayed almost at the same percentage. The household 
educational level experienced a growth based on the increase in the average years of schooling and 
number of people with higher education. Given the previously mentioned increase in the number of 
migrant-sending households in 2011, it is not surprising to observe a notable increase in the relative 
size of the existing migration network of this period. In relation to the areal distribution, nearly twice 
as many households were residing in rural area than in urban agglomeration. Finally, we can notice that 
there were no considerable changes with respect to the aggregate regional distribution of households, 
which might signify that main household units are spatially immobile. 

2 EMPIRICAL SPECIFICATION
This section briefly reviews several regression techniques which are applied to determine the well-being 
effects of migration. The first option is to disregard the fact that selected subjective well-being measures 
are ordinal and treat them as they are continuous. In this case, we can assume that there is a linear 
relationship between the variable representing subjective well-being and selected household characteristics, 
and evaluate the respective model with the ordinary least squares (OLS) estimator based on pooled data. 

Appropriate statistical treatment of ordinal data would be to consider non-linear models. In this case, 
we should start by introducing a latent measure (Y*) of the indirect utility for a group of representative 
agents living together (i) in period (t):

Yit
*=xit

*β + εit, (1)

where x represents a set of observable characteristics, including a “migration” variable (M), which define 
household well-being, with a vector of coefficients (β) and an error term (ε). 

However, we can only observe y with k discrete categories and individual intercept terms (μ) specified 
as follows: 

yit = k  if μk ≤ Y* ≤ μk+1,    k = 1, 2, ..., K. (2)

Depending on the assumptions regarding the distribution of the error term, the probability of observing 
outcome k can be estimated by different methods, such as ordinal logit or probit regression.  

It should be noted that we cannot include all household characteristics into Formula (1). Therefore, 
the previously discussed regression estimates might be biased due to the presence of unobserved 
heterogeneity. To solve this issue, we can use the panel structure of data and re-define εit by explicitly 
introducing unobserved household traits, which might be affecting household well-being, to the model: 

Yit
* = xit

*β + αi + uit. (3)

If we assume that selected covariates are not correlated with unobserved household characteristics, 
we can estimate Formula (3) with a Random Effects (RE) model. Conversely, if we think that  
E(αi | xit

*, Mit
 )≠ 0, we should consider a Fixed Effects (FE) model. Given the structural differences between 

models, by applying both of them we can verify robustness of the findings. For the former case, the study 
considers a random effects ordered probit model (described by Alsakka and Ap Gwilym, 2010), while for 
the latter case, the study considers a fixed effects ordered logit model (‘blow-up and cluster’ (BUC) estimator 
introduced by Baetschmann et al., 2015); both estimated by a conditional maximum likelihood method.
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Yet, when we are examining the well-being, characteristics of households with respect to their intention 
to migrate may be a reason for the possible divergences. In other words, we should also take the possibility 
of selection bias into account. McKenzie et al. (2006) tested the major methods to address endogeneity 
in migration studies by conducting a natural experiment in New Zealand. Based on their results that 
instrumental variable (IV) regressions with valid instruments provide the most accurate results, this method 
is chosen for the current setup with migration network as an instrumental variable. The study considers 
a community-level measure of migration network proposed by Justino and Shemyakina (2012), which 
is a proportion of households with migrants in a primary sampling unit. Given the nature of the Tajik 
immigration, the decision to migrate depends significantly on external economic and political situation, 
and the information about current and historical migration density rates should ideally capture this 
constantly changing environment. The composite instrumental variable is expected to comply with both 
exogeneity and relevance assumptions because migrant networks should positively affect the probability 
to migrate without directly affecting household well-being. The foremost argumentation is that social ties 
tend to direct future migrants providing them instructions on the ways of possible migration destinations 
(Démurger and Wang, 2016); while, clustering households based on the respective primary sampling units 
should tackle possible well-being changes induced by the instrument. Due to specificity of the variable  
(i.e. it is generated by aggregating migration network variable of each period) and to restore original 
distribution of the outcome variables (5 categories), a one-period version of the estimation based  
on the THPS 2011 is applied. Particularly, using a two-stage extended ordered probit regression,  
we can attempt to uncover exogenous variation of the treatment variable with additional probit model 
for migration decision (M):

Mi = 1(ziβ + ui > 0), (4)

where a vector z contains variables from Formula (2) and other strictly exogenous covariates which 
determine the treatment variable, and ui – unobserved errors, which are multivariate normal with mean 0.

3 BASELINE RESULTS
Columns 1–4 of Table 3 report the panel analysis for the determinants of overall life satisfaction  
of households over the whole period under consideration. The overall number of observations are 
same for the pooled OLS and RE ordered probit regressions, while additional artificial observations  
are created for the FE ordered logit regression. The results are derived based on the clustered standard errors  
at primary sampling units, which can be considered as a common practice for the studies based on 
Living Standard Measurement Surveys (Kan and Aytimur, 2018). Due to methodological considerations,  
the BUC estimator requires clustering at the household level.  

Table 3 Impact of migration on overall life satisfaction

OLS RE BUC IV

(1) (2) (3) (4) (5) (6)

Relatives abroad 
0.114 0.179 0.283 0.932

(3.07)*** (3.02)*** (2.07)** (4.45)***

Receive remittances
0.376 0.998

(2.56)** (4.4)***
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Table 3   (continuation)

OLS RE BUC IV

(1) (2) (3) (4) (5) (6)

Needed medical assistance
–0.071 –0.104 –0.15 –0.151 –0.158 –0.158

(3.38)*** (3.58)*** (2.53)** (2.54)** (3.08)*** (3.06)***

Employment status
0.041 0.06 0.104 0.105 0.079 0.083

(3.08)*** (3.09)*** (2.31)** (2.33)** (2.65)*** (2.78)***

Experience financial difficulties
–0.267 –0.359 –0.498 –0.497 –0.338 –0.338

(7.84)*** (7.76)*** (5.38)*** (5.37)*** (3.88)*** (3.84)***

Household size
0.053 0.078 0.116 0.128 0.085 0.088

(2.63)*** (2.69)*** (1.18) (1.3) (1.81)* (1.83)*

Household size2
–0.002 –0.003 –0.002 –0.002 –0.005 –0.005

(2.38)** (2.45)** (0.54) (0.6) (2.53)** (2.52)**

Children (<6)
0.003 –0.001 –0.03 –0.038 –0.036 –0.038

(0.15) (0.03) (0.32) (0.41) (0.72) (0.75)

Children (6–15)
–0.001 –0.002 –0.208 –0.215 0.056 0.054

(0.07) (0.06) (2.33)** (2.43)** (1.2) (1.13)

Elderly (>65)
–0.083 –0.131 –0.239 –0.238 –0.136 –0.13

(3.32)*** (3.64)*** (1.37) (1.37) (1.99)** (1.9)*

Female adults
–0.074 –0.11 –0.077 –0.088 –0.056 –0.06

(3.41)*** (3.47)*** (0.79) (0.9) (1.17) (1.23)

Average education
0.04 0.077 0.132 0.135 0.143 0.143

(1.55) (2)** (1.4) (1.44) (2.22)** (2.2)**

Tertiary education
0.053 0.095 0.049 0.044 0.132 0.132

(1.32) (1.5) (0.3) (0.27) (1.34) (1.33)

First-stage:
Migration network

4.976 4.972

(13.11) (13.23)

Urban/rural Yes Yes No No Yes Yes

Regions Yes Yes No No Yes Yes
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Table 3   (continuation)

OLS RE BUC IV

(1) (2) (3) (4) (5) (6)

Survey waves Yes Yes Yes Yes No No

Observations 3 849 3 849 4 548 4 548 1 283 1 283

Res. cross corr.
–0.506 –0.499

(4.03)*** (3.6)***

R2 0.09

Log likelihood –3 748 –1 480 –1 478 –1 953 –1 909

Note: T- and z-scores are based on clustered standard errors and their absolute values are displayed in parentheses. * Significance at 10%,  
 ** 5%, and *** 1% level.
Source: Author’s own calculations

As it can be seen, the difference between conditional average well-being patterns of migrant-sending 
households and households without migrants is statistically significant within all specifications, 
which might suggest that there are structural changes caused by migration. As for direction  
of the relationship, the overall change is positive: migrant-sending households are expected  
to experience higher levels of overall life satisfaction than their non-migrant counterparts.  
As in Dickerson et al. (2014), the obtained findings indicate that linear and non-linear models yield 
comparable results. Therefore, we can consider the coefficients of the linear model because they can 
be interpreted as marginal effects without additional concerns about the underlying latent variables. 
Given the interval between 1 and 4 in which the outcome variable is bounded, the coefficient  
of 0.11 is somewhat small in terms of magnitude. However, in relative terms, the impact of migration 
is more pronounced than the effect of domestic employment status of household members. Moreover, 
once we exclude from the analysis migrant-sending households that do not receive remittances,  
the impact of migration increases nearly by 25%.

When the estimated coefficients of the control variables are considered, their values are in line 
with economic reasoning as well as previous empirical studies. The burden of health and financial 
issues has significant and adverse effects on household well-being. Conversely, overall life satisfaction  
is expected to improve as the number of working household members increases. The correlation between 
household educational level and overall evaluative well-being is also positive. The impact of household 
composition is negative with respect to the reference category, which is a share of children below the age  
of 6. The estimates capturing the effect of household size indicate that a relationship between household 
size and overall life satisfaction follows a U-shaped pattern.

The further regression results for the impact of migration on the alternative measure of subjective 
well-being of remaining household members are presented in columns 1–4 of Table 4. As anticipated, 
households that send out migrants have higher probability to be satisfied with current financial situation. 
The respective positive sign of the coefficient for migration variable is preserved across all panel regressions. 
Although, we cannot compare the regression coefficients, it should be stated that the changes brought about 
by migration is less prominent in the case of current financial satisfaction than overall life satisfaction.  
The signs and magnitudes of control variables are comparable between Table 3 and 4, as well  
as the tendency that the impact of remittances is greater than the gross effects of migration. 
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Table 4 Impact of migration on satisfaction with current financial situation

OLS RE BUC IV

(1) (2) (3) (4) (5) (6)

Relatives abroad 
0.092 0.147 0.2 0.84

(2.95)*** (2.85)*** (1.66)* (2.89)***

Receive remittances
0.287 0.89

(2.25)** (2.97)***

Needed medical assistance
–0.099 –0.163 –0.23 –0.228 –0.215 –0.214

(5.4)*** (5.21)*** (3.84)*** (3.83)*** (4)*** (3.97)***

Employment status
0.034 0.053 0.048 0.051 0.063 0.065

(3.15)*** (2.9)*** (1.26) (1.33) (2.13)** (2.2)**

Experience financial difficulties
–0.277 –0.444 –0.577 –0.576 –0.406 –0.406

(10.6)*** (9.94)*** (6.52)*** (6.51)*** (4.4)*** (3.84)***

Household size
0.052 0.082 0.035 0.044 0.075 0.076

(3.19)*** (2.99)*** (0.4) (0.52) (1.61) (1.61)

Household size2
–0.002 –0.003 –0.000 –0.0001 –0.004 –0.004

(2.65)*** (2.39)** (0.00) (0.04) (2.05)** (2.05)**

Children (<6)
–0.009 –0.018 –0.044 –0.051 –0.032 –0.032

(0.47) (0.53) (0.52) (0.61) (0.62) (0.62)

Children (6–15)
0.011 0.013 –0.044 0.051 0.034 0.032

(0.64) (0.45) (0.54) (0.62) (0.73) (0.69)

Elderly (>65)
–0.05 –0.079 0.109 0.114 –0.084 –0.08

(2.02)** (1.93)* (0.69) (0.73) (1.23) (1.16)

Female adults
–0.053 –0.082 –0.001 –0.011 –0.068 –0.069

(2.97)*** (2.73)*** (0.01) (0.13) (1.4) (1.41)

Average education
0.08 0.124 0.05 0.052 0.101 0.1

(3.77)*** (3.44)*** (0.6) (0.64) (1.54) (1.51)

Tertiary education
0.113 0.184 0.109 0.104 0.179 0.178

(3.56)*** (3.5)*** (0.78) (0.74) (2.1)** (2.09)**
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Table 4   (continuation)

OLS RE BUC IV

(1) (2) (3) (4) (5) (6)

First-stage:
Migration network

5.001 5

(13.3)*** (13.6)

Urban/rural Yes Yes No No Yes Yes

Regions Yes Yes No No Yes Yes

Survey waves Yes Yes Yes Yes No No

Observations 3 849 3 849 4 011 4 011 1 283 1 283

Res. cross corr.
–0.44 –0.44

(2.5)*** (2.4)***

R2 0.1

Log likelihood –4 025 –1 367 –1 365 –1 978 –1 935

Note: T- and z-scores are based on clustered standard errors and their absolute values are displayed in parentheses. * significance at 10%,  
 ** 5%, and *** 1% level.
Source: Author’s own calculations

Robustness tests are performed in columns 5–6 of Tables 3 and 4 by explicitly accounting  
for the endogeneity of migration and remittance decision. The results of the first stage binary probit 
estimations are comparable with the previous literature (Démurger and Wang, 2016) and can signalize 
that the vector of instruments can properly explain household migration decision. Particularly because 
there is a strong and positive relationship between the size of migration network and probability to send 
migrants and subsequently, receive remittances. The estimated correlations between the errors from  
the first and second stage equations are negative and significantly different from zero, possibly indicating 
that the choice of sending migrants is indeed endogenous and unobserved factors affecting the selection 
are negatively associated with the higher levels of subjective well-being. 

When the predicted values from the first stage regression are used, the migration and remittances 
variables retain their sign values and relative within-regression magnitudes. The estimates are comparable 
not only with respect to the variables of interest, but we can also find similarities in the way how 
confounding variables affect outcome variables. However, there is a noticeable difference in the cross-
regression magnitudes. More specifically, the cross-sectional regressions yield much higher magnitude 
of estimates than the panel regressions due to the increase of outcome variable categories.

4 HETEROGENEITY ANALYSIS
In addition to migration, several exogenous factors might affect well-being patterns of households.  
In the case of satisfaction with current financial situation, household wealth might be an important 
element (Démurger and Wang, 2016). Although, all external surroundings might be relevant for overall 
life satisfaction, economic opportunities available for households might not be the same in different parts 
of the country (Robinson and Guenther, 2007). Therefore, for the sake of investigating heterogeneity  
in the relationship between migration and subjective well-being, we should adjust the sample to different 
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contexts, specifically according to the regional location and income of a household unit. Precisely,  
the heterogeneity analysis draws on the 2011 THPS with the initial distribution of households from  
the 2007 TLSS. This choice stems from the considerations to minimize the possibility of correlation 
between changes in household characteristics and out-migration. To capture all aspects of migration 
experience, the study considers only “migration” variable for the heterogeneity analysis. 

4.1 Regional decomposition
The effects of migration are positive in both urban and rural settings in the case of overall life satisfaction 
(Table 5); the statistical significance of the estimates are higher in comparison to the case when  
the whole sample is considered. The increase of statistical significance can be explained by the decrease 
in the exogenous variation between variables. Separate calculations also demonstrate that households 
with migrants in urban settings are likely to be more satisfied with life as-a-whole than rural households. 
Conversely, the impact of migration on satisfaction with current financial satisfaction is only statistically 
significant (and positive) for rural households. The estimations indicate indeterminacy in the way how 
migration affects urban households. 

4.2 Income-based disaggregation 
Table 6 provides additional insights into the impact of migration on subjective well-being measures 
across “pre-migration” household income categories. The measure of monetary deprivation is represented  
by a poverty headcount index derived from the expenditures-based poverty line of buying 2 250 calories 
and affording a certain amount (36%) of non-food items  (TLSS, 2007). The well-being changes (measured 

Table 5 Heterogeneous effects of migration: location

Table 6 Heterogeneous effects of migration: income 

Overall life satisfaction Current financial satisfaction

Rural
0.862 0.902

(3.33)*** (3.43)***

Urban
1.26 0.122

(4.69)*** (0.17)

Note: Z-scores are based on clustered standard errors and their absolute values are displayed in parentheses. *** significance at 1% level.  
 Individual controls are included in all regressions. 
Source: Author’s own calculations

Overall life satisfaction Current financial satisfaction

Poor
0.839 0.75

(3.61)*** (2.62)***

Non-poor
1.1 0.939

(5)*** (3.11)***

Note: Z-scores are based on clustered standard errors and their absolute values are displayed in parentheses. *** significance at 1% level.  
 Individual controls are included in all regressions. 
Source: Author’s own calculations
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by both indicators) caused by migration is positive and statistically significant for poor and non-poor 
households. Though, the magnitude of regression coefficients tends to increase with household income. 
When we compare the coefficients across regressions, the difference in the impact of migration between 
poor and non-poor households is more significant in the case of overall life satisfaction than current 
financial satisfaction.

DISCUSSION AND CONCLUSION
Since the early 1990s, labor migration has made notable contributions to addressing financial vulnerability 
of households in transition economies. The question posed by this study was whether the access  
to international migration can also promote other aspects of well-being of those who are left behind.  
The research to date on the topic has produced mixed and debatable results. On this occasion,  
in an attempt to link well-being and migration, the study starts with investigating prospective transmission 
mechanisms and develops an economic model of life evaluations based on linear and nonlinear estimations. 
After controlling for self-selection of households and endogeneity of migration decision, this research 
finds a particularly clear evidence of the positive effects of international migration on source countries.

The results suggest that there is a strong positive relationship between subjective well-being  
and international migration, with the main mechanism being financial remittances. More specifically, 
the findings demonstrate that having family members abroad and subsequent receipt of remittances,  
on average, is expected to increase the probability of being satisfied with life as-a-whole and with 
current financial situation at the household level. The migration-induced changes are more pronounced  
in the case of overall life satisfaction than current financial satisfaction which might imply that  
the impact of out-migration is structurally different with respect to financial and non-financial measures 
of subjective well-being. 

The further analysis showed that specific characteristics of households may also be a source  
of heterogeneity in the well-being effects of migration. The impact is heterogeneous in terms of household 
location and income level. When we consider satisfaction with life as-a-whole, richer and urban households 
benefit more from migration in comparison to their respective counterparts. Conversely, rural migrant-
sending households are expected to be more satisfied with their current financial situation, while  
the impact of migration is not observed for urban households; as for the divergence in financial  
well-being levels between households from different income groups, the change introduced by migration 
is positive and relatively homogeneous. Based on the split-sample analysis, we can firstly hypothesize 
that not only financial remittances affect households but also social remittances. This might contribute  
to resolving the economic quest of why economic agents might be emotionally indifferent to further 
economic improvements after reaching a certain income threshold (Stevenson and Wolfers, 2013). 
Secondly, it is documented that Tajik rural households encounter extra costs to receive international 
remittances due to limited access to transport infrastructures and financial intermediaries (Clément, 2011).  
At the same time, according to Robinson and Guenther (2007), rural areas of Tajikistan are more prone 
to natural hazards and households engage in migration to diversify income. Therefore, it is plausible that 
rural households with migrants act more economically responsibly and achieve greater financial security.

The derived results are highly relevant for the economic setting of Tajikistan. Extensive labor emigration 
as a response to poverty and lack of employment has become a routine occurrence for the people living  
in Tajikistan. The government’s migration policy and the institutional agenda for applying migration 
policies have been a complicated matter. However, given the occurrence that the country experiences 
considerable outflows of people and unable to ensure sufficient funding for social provision, the contribution  
of migration to refining living conditions can be significant and should draw attention of policymakers. 
More particularly, when the migration situation of Tajikistan and the research findings are considered 
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together, there are several policy implications for the bodies operating in the field of or affected  
by migration and remittances.

Firstly, remittances improve the financial well-being of Tajik households and might provide them 
opportunity to exit a poverty trap. This is especially actual for rural households, given their limited 
access to labor opportunities. However, we cannot conclude that international migration from Tajikistan  
is purely “pro-poor” because richer households have higher returns to migration. When we also consider 
the positive effects of migration on overall subjective well-being, it can be hypothesized that migration 
might be construed not only in terms of wealth-expanding economic activity but also as an important 
factor contributing to life satisfaction. As far as we are concerned with development policies, the differences  
in the well-being patterns of households with and without migrants should be taken explicitly into account 
in the process of policy formulation. Since policymakers are concerned with a tradeoff between provision 
of social assistance to population and maintaining a balanced budget, this practice may facilitate better 
targeting of households in need. Consequently, monetary injections by municipal or non-governmental 
organizations can be used more efficiently. Finally, if migration and remittances are encouraged under  
a certain policy, it should be noted that their impact is relatively susceptible to observed and unobserved 
household characteristics. In this regard, the more effective approach might be to concentrate  
on small-scale policy reforms rather than introducing migration-related initiatives at the national level. 
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Equivalence of  Fault Trees  
and Stochastic Petri Nets 
in Reliability Modeling
Ondřej Vozár1  | University of Economics, Prague, Czech Republic

Abstract

Modeling of reliability of the complex systems (machines, large networks, human body) is an important area 
of recent research. There are two main approaches applied: i) fault trees, ii) Petri nets. For the probabilistic 
study of a system is vital to know its minimal cut/minimal path sets. Both for fault trees and Petri Nets  
it is an NP-hard problem.  Liu and Chiou (1997) described the equivalence of both representations for  
a given system. Furthermore, they found a top-down matrix algorithm to find critical cuts and minimal paths 
of the Petri net of the system. They claim without proof that their algorithm is more efficient than the ones 
for fault trees. We present both representations of a system. The algorithm is illustrated on a simple example  
of a three-masted vessel and a more complex “three-motor” system by Vesely et al. (1981).

INTRODUCTION
The demand for a more precise estimation of the reliability of complex systems has steadily increased 
because of both legal regulation and the growing complexity of real industrial systems. Such a complex 
system is for example a power plant, airplane, machine, reactor, large computer or transportation network, 
a human body. Applications of the methods range from energetics, engineering, transportation, computer 
science to safety studies, and medicine.

For reliability analysis of complex systems the following standard methodologies are used: i) fault 
trees (for the state of the art of this approach see Limnios, 2007), ii) Petri Nets (see monograph of Bause 
and Kritzinger, 2002).

Both methodologies have been further developed mostly assuming exponentially distributed time  
to failure. This assumption is unrealistic because it implies that parts of the system do not age.

In both approaches a system is represented as a tree in the language of the graph theory. If the fault 
tree method is applied, it is vital to know minimal cuts and minimal paths sets of a fault tree. However, 
finding all minimal cuts and minimal path sets of a fault tree is an NP-hard problem (Rosenthal, 
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1975). On the other hand, a fault tree representation is suitable to derive the probability distribution  
of the reliability of a system and its estimators (Limnios, 2007).

Liu and Chiou (1997) established a one-to-one relation between a fault tree and a Petri Net of a system. 
They also proposed a top-down matrix algorithm to find all minimal cuts and minimal paths of the system.  
They claim without any proof this algorithm is more computationally efficient than algorithms for fault 
trees. To our best knowledge no complexity analysis or computational studies have been carried out. From 
the theoretical point of view Petri Nets is not a framework suitable to derive the probability distribution 
of reliability of a system and its estimators (Bause and Kitzinger, 2002).

If claim of Liu and Chiou (1997) is true, the following strategy for derivation of distribution of reliability 
functions and its estimators in general setting (gamma, log-logistic distribution of time to failure) would  
be efficient. First, transformation a fault tree of a system to a Petri Net is carried out to find minimal cut sets  
and minimal path sets. Then, all derivations are done in the fault tree setting.

The paper is organized as follows. The first part introduces elements of reliability theory. Secondly, 
concepts of fault trees and Petri Net are introduced. Thirdly, top-down matrix algorithm of Liu  
and Chiou (1997) to find all minimal cut sets and minimal paths sets is presented. Then, all the methods are 
illustrated in the model example of a three-masted vessel (Kubelka, 2016). Finally, both methods are applied  
to a more complex case of the “three-motor” system (Vesely et al., 1981) to assess Petri Nets based method 
to find minimal cut/minimal path sets. 

1 ELEMENTS OF RELIABILITY THEORY
Systems are classified by their complexity to Single-Component Systems and Multi-Component Systems.  
The second classification distinguishes Repairable and Non-Repairable Systems. We focus  
on Non-Repairable Systems in this article only.

1.1 Single Component Systems 
Let X be a continuous random variable representing time to failure of the system with cumulative 
distribution function F(t) = P(X ≤ t) and its density function f(t).

Survival function (reliability) is the complementary function to cumulative distribution function:

R(t) = 1 – F(t) = P(X > t) = ∫t
∞f(x) dx.     (1)

Note, that we have R(0) = 1 and R(∞) = 0.
Hazard rate (instantaneous failure rate) at time t is defined as:

 (2)

Mean time to failure (MTTF) is defined as the mean of the time to failure, e.g. E(X).
The exponential distribution is the most used for modeling time failure in reliability theory. It gives  

a system without memory (a system is not aging) or a Markovian system, e.g. for fixed x > 0, t > 0 we have:

P(X > x + t || X > x) = P(X > t). (3)

For fixed time t > 0  and parameter λ > 0 we get:

f(t) = λe–λt, F(t) = 1 – e–λt, R(t) = e–λt, h(t) = λ, MTTF = E(X) = 1/λ.  (4)
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The assumption on exponentially distributed time to failure will be used in the section Application.

1.2 Multiple Components Systems 
Let us consider a binary system with n components: C = {1, 2, …, n}. For each component i we define  
a binary variable xi (0: the component is in good state, 1: the component is down).

Let x = (x1, x2, …, xn) ∈ {0,1}n be the vector jointly describing the states of the components. We define 
a structural function φ(x)  with values {0,1} as:

φ(x) = 1, if the system is in a good state, φ(x) = 0, if the system is down.

A system is said to be series if its good functioning depends on the functioning of all its components. 
If at least one component fails, then the system also fails. In fault tree setting is modeled by gate OR.  
The structural function of the series system is given by:

 (5)

A system is said to be parallel, if its good functioning is assured by functioning of least one  
of its components.  Only if all components fail, then the system also fails. In fault tree setting is modeled 
by gate AND. The structural function of the parallel system is given by:

 (6)

1.3 Coherent Systems
In reliability theory most of the techniques are limited only to coherent systems. A coherent system  
has these properties:

• it consists only of parallel and series systems (e.g. gates AND and gates OR),
• it has no redundant component (i.e. its states do not affect the state of the system),
• it does not contain a component and its negation simultaneously,
• it contains neither loops nor circuits in its graph representation.

For state assessment of a system following concepts are defined (Limnios, 2007):
• path: a subset of components whose simultaneous good functioning assures good functioning  

of the system regardless of the functioning of the other components,
• minimal path: a path which does not contain another path,
• cut set: a subset of components whose simultaneous failure leads to the system failure regardless 

of the failure of the other components,
• minimal cut set: a cut set that does not contain another cut set.

Set of the minimal paths is denoted as:

C = {C1, C2, …, Cc}.

Set of minimal cuts is denoted as:

K = {K1, K2, …, Kk}.

By minimal paths set or minimal cuts set its structural function is simplified as:
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 (7)

 (8)

1.4 Probabilistic Study of Coherent Systems
Let's consider a coherent system S = (C, φ)  of order n ≥ 1 (number of its components). Let Xi  
be a Bernoulli random variable with parameter  pi, which describes the state of the component i (i = 1, 2,…, n)  
with values xi ∈ {0,1}. Then reliability of the system R(p), where p = (p1, p2, …, pn) is the probability, that 
the system is in a good state. We can express reliability also by minimal cut sets or minimal path sets as:

R(p) = P(C1 ∪ C2 ∪ … Cc) = 1 – P(K1 ∪ K2 ∪ … Kk). (9)

Different bounds for reliability function was established (see Limnios, 2007) using knowledge  
of minimal paths set and minimal cuts set.

Minimal sets bounds are established as follows. A lower bound is derived through minimal cut sets 
and an upper bound is derived through minimal paths sets:

 (10)

If the minimal cuts are 2-by-2 disjoint sets (Ki ∩ Kj is empty, if i ≠ j), then upper bound equals to R(p). 
The same rule applies to minimal paths and the lower bound of R(p).

Trivial bounds are based on the observation that the reliability of a coherent system lies between  
the reliability of the series system and reliability of the parallel system:

 (11)

2 FAULT TREES AND PETRI NETS
From now all the methods will be illustrated on the example of a three-masted vessel (Kubelka, 2016). 
The vessel is maneuverable, if all its three components work (see Figure 1):

• the keel is not broken,
• the helm is maneuverable,
• at least one of the three masts are not broken, 
• each mast is not broken, if both sail and spare are not broken.

2.1 Fault Trees

Table 1 Fundamental operators of fault trees 

Graphic Symbol Name Meaning

OR The output is generated if at least one  
of the inputs exists

AND The output is generated  
if all the inputs exist

Source: Limnios (2007)
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The basic notions and symbols of fault trees used in this paper are summarized in Tables 1 and 2.
Note that in this form fault trees representation of a system enables only static analysis of the reliability 

of the system. It is necessary to extend this setting by adding a time variable. However, this generalization 
is not the goal of the paper.

For such a simple system is easy to find all minimal cuts and paths manually. It has 10 minimal cuts: 
K1 = {1}, K2 = {2}, K3 ={3,5,7}, K4 = {3,5,8}, K5 = {3,6,7}, K6 = {3,6,8}, K7 = {4,5,7}, K8 = {4,5,8}, K9 = {4,6,7}, 
K10 = {4,6,8}. For example minimal cut K1 means that the vessel is broken because the keel of the vessel 
is broken.

It has 3 minimal paths: C1 = {1,2,3,4}, C2 = {1,2,5,6}, C3 = {1,2,7,8}.  Minimal path C1 means that  
the vessel is maneuverable, because of the keel, the helm, and the first mast (i.e. both its spar and sail  
are not broken) of the vessel work well.

Then the fault tree of the three-masted vessel is then constructed as – see Figure 1.

Table 2 Events of fault trees 

Graphic Symbol Meaning

Rectangle Top or intermediate event (the system is down)

Circle Basic event

Triangle Transfer (fault tree is developed further)

Source: Limnios (2007)

 Ship not maneuverable

Helm 
K.O.

All 3 masts 
K.O.

Keel 
K.O.

1st mast 
K.O.

sail
K.O.

spar 
K.O.

sail 
K.O.

spar 
K.O.

sail
K.O.

spar 
K.O.

2nd mast 
K.O.

3rd mast 
K.O.

1

3 4 5 6 7 8

2

Figure 1  Fault tree of the three-masted vessel

Source: Kubelka (2016)
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Note that finding all minimal cuts of a coherent system is an NP-hard problem (Rosenthal, 1975). 
It means that the computational complexity of any algorithm grows exponentially with the number  
of components of a system. Even for a system with moderate size (a system with more than 20 components) 
is quite computationally demanding.

2.2 Petri Nets
Petri Nets (Petri, 1962) was designed to study information systems in computer science. They have 
been further developed and applied in many areas, also in modeling reliability of complex systems  
(see monograph of Bause and Kritzinger, 2002, among others). The basic notions and graphic symbols 
of Petri Nets are summarized in Table 3.

For reliability modeling, Place-Transition Petri Nets and Stochastic Petri Net are used.
A Place-Transition Petri Net (Bause and Kritzinger, 2002) is defined as 5-tuple PN = (P, T, I+,I–,M0), 

where:
• P = {p1, p2, …, pm} is a finite and non-empty set of places,
• T = {t1,t2, …, tn}  is a finite and non-empty set of transitions,
• P ∩ T = ∅
• I+, I–: P × T → N0   are oriented incidence functions (arcs),
• M0: P ⟶ N0 is a vector of the initial state of the systems.

Note that places represent for example a server or a hardware/software component of a system or a module 
of a software system. Transitions represent relations of different components of a system (i.e. transactions 
between servers or software components).

Place-Transition Petri Nets enable an only static analysis of the coherent system. To study the reliability 
of the system in time domain Place-Transition Petri Nets were generalized to Stochastic Petri Nets.

Stochastic Petri Net (Natkin, 1980; Molloy, 1981) with continuous time SPN = (PN, Λ) is defined  
as Place-Transition Petri Net PN = (P, T, I+, I–, M0 )) equipped by a parameter set Λ = (λ1, λ2, …, λn ).

The role of a parameter set Λ is as follows:
• the parameter λi serves for modeling activation time of transition ti,
• the transition ti can be then activated only if there is a token in the corresponding place pi,
• transition times Ti of a transition ti are usually modeled as independent exponential random 

variables Ti ∼ Exp(λi).

2.3 Equivalence between fault tree and Place-Transition Petri Net
Liu and Chiou (1997) found in their seminal paper one-to-one relationship between Place-Transition 
Petri Net and corresponding fault tree.

Table 3 Symbols and notions of Petri Nets 

Graphic Symbol Notion Meaning

Circle Place Objects, components of a system

Dot Token Specific value, state of the object, component

Rectangle Transition Activities changing state or value of the object

Arrow Arc Connection of places and transitions

Source: Own construction by Bause and Kritzinger (2002)



ANALYSES

288

Both top and intermediate events and basic events are modeled as places in Petri Nets setting.  
This is why these events in the fault tree setting resemble a hardware/software component of a system.

Fault tree of the three-masted vessel (see Figure 1) is transformed into Stochastics Petri Net  
– see Figure 2.

Liu and Chiou (1997) also developed a recursive top-down matrix algorithm to find both minimal 
cut sets and minimal path sets simultaneously.

This method proceeds as follows:
• write down the numbers of places horizontally if the output place is connected by multi-arcs  

to transitions,
• write down the numbers of places vertically if the output place is connected by an arc to a common 

transition,

Table 4 Fundamental operators of fault trees and its Petri Nets representation

Fundamental Operator
Structural Function φ Petri Net

Graphic Symbol Name

 
OR φ(x) = 1 – (1 – x1)(1 – x2)

AND φ(x) = x1x2

Source: Own construction by Liu and Chiou (1997)

T

G11 2

G2 G3 G4

3 4 5 6 7 8

Figure 2  Stochastic Petri Net of the three-masted vessel

Note: T: top event, G: gate (fundamental operators AND, OR), a place with token:  .
Source: Own construction
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• when all places are replaced by places representing basic events, a matrix is created. If there  
is a common entry located between rows or columns, it is also the entry present in each row  
or column. The column vectors of the matrix contain cuts sets, the row vectors then paths sets,

• finally select the minimal cuts sets and minimal path sets.
Liu and Chiou (1997) claim without any proof that this algorithm is much simpler than  

the corresponding ones for fault trees. By my best knowledge there have not been done any computational 
studies of algorithms to find minimal cut/path sets. Also, the efficient implementation of the algorithm  
is still an open problem. If the conjecture of the authors is true, then it would be efficient to transform 
the fault tree to Petri Net and find the minimal cuts/path sets. Anyway, to find minimal cut sets for  
a Petri Net is also an NP-hard problem. It follows from a one-to-one relation between a fault tree  
and a Petri Net and NP-hardness of minimal cut sets problem for a fault tree.

The schematic description of the method for the three-masted vessel is given in Figure 3.

The algorithm browses the Petri Net from its top places to down. The places from the current 
level are written down in one row of a matrix for a series system. On the other hand, the places 
from a parallel system are written down in one column of a matrix. Basic event (a place in a Petri 
Net) is represented by a number, intermediate event (logical gate of a Petri Net) is represented 
by symbols like G1, G2. It symbolizes another level of the Petri Net to be browsed in the next 
step. The algorithm stops, if we reached the lowest level of a Petri Net, i.e. it browsed all logical 
gates of a system. The all minimal cut/path sets of the three-masted vessel are found to derive  
its reliability function.

3 APPLICATIONS
Methods presented above are applied to the example of a three-masted vessel (Kubelka, 2016) and a more 
complex “three motors system” (Vesely et al., 1981). Time to failure of the components of both systems 
is assumed to be independent exponentially distributed random variables as well.

3.1 Reliability Function of the Three-Masted Vessel
Let us consider that time to failure all components of the three-masted vessel (Kubelka, 2016)  
are independent exponentially distributed with parameters given in Table 5.

 

1 G1 2

G2
1 G3 2

G4

3 4 1 3 4 2 1 3 4 2
1 5 6 2 1 5 6 2 1 5 6 2

7 8 1 7 8 2 1 7 8 2

3 3 3 3 4 4 4 4
1 5 5 6 6 5 5 6 6 2

7 8 7 8 7 8 7 8

3 3 3 3 4 4 4 4
1 5 5 6 6 5 5 6 6 2

7 8 7 8 7 8 7 8

Cuts Sets

 Minimal 
Cuts Sets

Paths 
Sets

Minimal Paths 
Sets

Basic Place
Matrix

Figure 3  Method for finding minimal cuts/paths sets by Liu and Chiou (1997)

Source: Own construction
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The reliability functions of the keel and the helm are known. To derive the reliability function of the 
vessel the survival function of the three masts must be derived first.

The survival function of one mast is a product of survival functions of its sail and spar. It gives for t > 0:

 (12)

The system of all three masts is a parallel system of the masts, therefore its survival function is for t > 0:

 (13)

The three-masted vessel is a series system consisting of the keel, the helm, and three masts. Therefore, the 
survival function of the vessel is the product of survival functions of these three components, i.e. for t > 0:

 (14)

The reliability of the vessel is strongly affected by the reliability of the system of three masts. Therefore, 
safety measures should focus mainly on the reliability of the sails and spars (see Table 6).

Table 5 Time to failure distribution of the components 

Table 6 Reliability function of the vessel 

i Component MTTF (hours) Ri(t)

1 Keel 2 000 R1(t) = e–t/2 000

2 Helm 1 000 R2(t) = e–t/1 000

3 Sail of the 1st mast 200 R3(t) = e–t/200

4 Spar of the 1st mast 500 R4(t) = e–t/500

5 Sail of the 2nd mast 200 R5(t) = e–t/200

6 Spar of the 2nd mast 500 R6(t) = e–t/500

7 Sail of the 3rd mast 200 R7(t) = e–t/200

8 Spar of the 3rd mast 500 R8(t) = e–t/500

Source: Own construction

Time (hours)
Reliability function of

Keel Helm 3 masts Total

100 0.9512 0.9048 0.8724 0.7509

200 0.9048 0.8187 0.5724 0.4240
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Table 6   (continuation)

Table 7 Minimal sets bounds and trivial bounds of reliability function of the vessel

Time (hours)
Reliability function of

Keel Helm 3 masts Total

300 0.8607 0.7408 0.3242 0.2067

400 0.8187 0.6703 0.1716 0.0942

500 0.7788 0.6065 0.0879 0.0415

600 0.7408 0.5488 0.0443 0.0180

700 0.7047 0.4966 0.0222 0.0078

800 0.6703 0.4493 0.0111 0.0033

900 0.6376 0.4066 0.0055 0.0014

1 000 0.6065 0.3679 0.0027 0.0006

Source: Own construction

Time (hours)
Lower bound

Reliability  
function R(t)

Upper bound

Trivial Minimal cuts sets Minimal path sets Trivial

100 0.10539922 0.70945428 0.75090010 0.81227589 0.99999832

200 0.01110900 0.28226174 0.42401196 0.45402751 0.99984388

300 0.00117088 0.07071146 0.20673107 0.21643080 0.99844529

400 0.00012341 0.01321632 0.09415493 0.09681565 0.99354886

500 0.00001301 0.00207403 0.04151348 0.04218520 0.98299794

600 0.00000137 0.00029443 0.01801734 0.01817896 0.96576308

700 0.00000014 0.00003957 0.00775945 0.00779717 0.94201188

800 0.00000002 0.00000517 0.00332898 0.00333761 0.91268718

900 0.00000000 0.00000067 0.00142551 0.00142745 0.87906209

1 000 0.00000000 0.00000009 0.00060985 0.00061028 0.84244015

Source: Own construction

Trivial bounds of the reliability function provide an extremely poor approximation of the reliability 
function (see Table 7). Minimal cuts set bound provide quite tight intervals for reliability function. Neither 
minimal cuts set, nor minimal paths sets are 2-by-2 disjoint, therefore neither lower bound nor upper 
bound equals the reliability function.
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3.2 Three-Motor System
The three-motor system by Vesely et al. (1981) is often used as a benchmark for the assessment  
of algorithms in the field of reliability. It models a real-life control system of three motors. To shut down 
the system, it impresses a 60-second signal test. After 60 seconds, it is supposed to shut down all three 

EMF applied
to the 1st motor

for t > 60 s
T1

G1M1

G2M1 G3M1

G5M12M1G4M11M1

3M1 G6M1

G7M1 7M1

8M1 9M1 10M1

6M1

4M1 5M1

Figure 5  Fault tree for the 1st motor in “three-motor” system

Source: Own construction by Vesely et al. (1981)

Overrun of any motor
after test is initiated

EMF applied
to the 1st motor

for t > 60 s

T1 T2 T3

EMF applied
to the 2nd motor

for t > 60 s

EMF applied
to the 3rd motor

for t > 60 s

Figure 4  Fault tree for “three-motor” system

Source: Own construction, by Vesely et al. (1981)
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motors. The control then reveals failure of the system if the electromagnetic force (EMF) is applied  
to any of the three motors for more than 60 seconds after the signal test started.

The motors are in series wiring to the control system (see Figure 4 for its fault tree and Figure 6 for 
its Petri Net). All three motors are the same (see Figure 5 for its fault tree and Figure 7 for its Petri Net).  
We refer readers to Vesely et al. (1981), p. 116 for the technical details of the motor components.

T

T2T1 T3

Figure 6  Place-Transition Petri Net for “three-motor” system

Source: Own construction by Vesely et al. (1981)

T1

G1M1

1M1

G2M1 G3M1

2M1 G5M1G4M1

4M1 5M13M1 G6M1

6M1 7M1G7M1

9M18M1 10M1

Figure 7  Place-transition Petri Net for the 1st motor in “three-motor” system

Source: Own construction by Vesely et al. (1981)
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Figure 8 Basic Place Matrix of the 1st motor in “three-motor” system for finding minimal cut/path sets by method  
 Liu and Chiou (1997)

Source: Own construction

For simplicity, only a schematic description of the method of Liu and Chiou (1997) to find the Basic 
Place Matrix of the first motor is presented below (see Figure 8).

The first motor has 12 minimal cuts: K1 = {1,2}, K2 = {1,4}, K3 = {1,5}, K4 = {2,3,6}, K5 = {3,4,6},  
K6 = {3,5,6}, K7 = {2,3,7}, K8 = {3,4,7}, K9 = {3,5,7}, K10 = {2,3,8,9,10}, K11 = {3,4,8,9,10}, K12 = {3,5,8,9,10}. 
It has 4 minimal paths can: C1 = {1,2,3,4,5}, C2 = {1,2,4,5,6,7,8}, C3 = {1,2,4,5,6,7,9},C4 = {1,2,4,5,6,7,10}. 
We skip subscript of the first motor 1M to keep notation simple.
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Figure 9  Bounds of the survival function of “three-motor” system 

Source: Own construction
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The system is a series system of three identical motors with n = 30 components. It means that  
the minimal cut sets of the system are a union of the minimal cut sets of the three identical motors.  
The minimal path sets of the system are the Cartesian product of the minimal path sets of the three 
identical motors. Therefore “three-motor” system has 3 × 12 = 36 minimal cuts and 43 = 64 minimal 
paths. In such a complex case reliability function cannot be derived analytically.

Trivial bounds of the survival function (Formula (11)) usually fail for the systems with a high number 
of components. The bounds by Formula (10) often work quite well. For the system with independent, 
identically exponentially distributed times to failure (with MTTF = 1 000 hours, i.e.  λ = 1/(1 000)  
of the component's bounds are very tight (see Figure 9). After time t = 250 hours lower and upper bounds 
are almost identical.

CONCLUSION
Firstly, we reviewed standard approaches to modeling the reliability of complex systems – fault trees 
and Petri Nets. One-to-one relation between a fault tree and Petri Net of Liu and Chiou (1997) and their 
recursive top-down algorithm to find minimal cut sets and minimal paths sets were presented. 

The algorithm was illustrated on a simple model example of the three-masted vessel and a more complex 
“three-motor” system of Vesely et al. (1981). The bounds of the reliability functions were established. Trivial 
bounds fail in the real complex systems. The minimal sets bounds seems to be a good approximation.

The two examples showed, that the recursive top-down matrix algorithm by Liu and Chiou (1997)  
is computationally demanding. It seems that the transformation of the fault tree to Petri Net to find 
minimal cuts and minimal paths sets more efficiently is not effective.

In future work we focus on comparison, computational complexity assessment, and computational 
study of minimal cut/minimal path sets algorithms for both settings.
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Abstract

The established variable selection methods for building composite indicators have strong limitations with 
respect to the results obtained. Some of them focus on getting an index structure with a high alpha reliability  
and/or a high percentage of the total data variance explained. These methods are likely to omit variables with 
strong explanatory power, and lead to an unsatisfactory classification of countries. Decision trees can also  
be used in selecting variables that are the most relevant for building composite indicators. An example of variable 
selection for building a composite indicator, which compares results using Cronbach's coefficient alpha, factor 
analysis, and decision trees, shows that the latter method yields comparable, or better results. Using cluster 
analysis on the selected variables, we show that the decision tree variable shortlist has better discrimination 
power than those obtained with the other methods, even in the presence of outliers and missing values.

INTRODUCTION
The interest in designing and publishing composite indicators is not new. However, in the past few years, 
there was a strong increase in the number of composite indicators. According to The Economist (2014a), 
their number increased from just under 20 before 1994 to about 100 in 2000–2004, and to over 150 active 
indicators for the period 2010–2014. They cover just about any dimension of human activity, from human 
development and social progress to the state of the environment, education performance, ease of doing 
business, democracy, corruption, entrepreneurship, etc. There is an index for any social issue or public 
policy (The Economist, 2014b).

While the aim of these indicators is a laudable one, to aggregate several measures relevant  
to one domain in a simple, easy-to-understand index by governments, think-tanks and campaigners  
(The Economist, 2014b), it is very often the case that they are found wanting. In some cases they are 
misleading, leading to rankings that defy common sense and are disproved by empirical evidence  
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(Otoiu et al., 2014). In other cases, there are significant overlaps between the aims and contents of several 
indicators, e.g. Global Entrepreneurship Monitor, Global Competitiveness Index, and several other indicator 
frameworks (Pekka et al., 2013), Global Gender Gap, Gender Inequality Index, Index of Women’s Power 
and Glass Ceiling Index for gender inequality (The Economist, 2014a), Human Development Index, 
Legatum Prosperity Index and Social Progress Index for human development and social progress (Otoiu 
et al., 2014), Climate Analysis Indicators Tool (CAIT) and Climate Change Performance Index (CCPI) 
for climate change (Bandura, 2008).

The information provided by the composite indicators is of great, and sometimes crucial, potential value. 
Nowadays, however, there is a great danger of misusing this information, and hiding essential evidence 
behind the global public attention/debate generated following (new) releases of composite indicators. 
In the age of artificial intelligence, this translates into a new level of accountability for the information 
provided by composite indicators with respect to their ability to provide an accurate picture of the state 
of affairs of a particular domain, as a whole and for specific issues they address, as big data analytics  
and the use and linkages between different datasets is now the main generator of knowledge (Rometty, 2018).

In spite of the popularity, widespread use and interest in composite indicators, it does not appear that 
competition among them has been effective in weeding out the good indices from the bad ones. Rather, 
it seems that some indices manage to survive despite having dodgy methodologies, which are in some 
cases not disclosed, due to a good management of celebrity endorsements and media coverage that creates 
headlines (The Economist, 2014b).

However, the key to having an index that is a meaningful measure of a domain is the use of a sound 
methodology that ensures it is an effective multidimensional gauge of that domain. This consists,  
in the first stages, in identifying variables relevant to the domain that represents the main focus  
of the index, which is in many cases followed by making a selection from them based on their statistical 
properties. Then, appropriate methods of weighting and aggregation would ensure that composite indexes  
and/or sub-indexes are built in a reliable way, that yield measures relevant to the multidimensional 
concepts that they are supposed to quantify.

While there is sufficient knowledge and expertise available in choosing the variables for constructing 
models, there are few techniques singled out as established methods for variable selection. Reference 
manuals and handbooks point of to both ensuring relevance, timeliness, availability and trustworthiness  
of the source variables (Hsu et al., 2013), while the main statistical methods used for selecting  
the component variables are mainly principal component analysis/factor analysis, Cronbach alpha 
coefficient, and cluster analysis (OECD, 2008). In other cases, correlation analysis was used to remove 
candidate variables that were similar in content and had similar correlation patterns with other variables 
(Otoiu et al., 2014).

Considering the fact that all methods used in selecting component variables for composite indicators 
are based on multivariate analysis, by taking into account their relative contribution in explaining their 
overall variation, this paper proposes a novel method for selecting variables using the decision tree 
method. In order to test our approach, we make a comparison between it, the Cronbach’s alpha measure, 
and exploratory factor analysis for selecting variables used to construct two human progress indexes,  
the Human Development Index 2014 and the Legatum Prosperity Index 2014. We used then cluster 
analysis to assess the extent to which selected variables enable us to obtain a better cluster structure 
in terms of the ability to explain the total variability of the data and of the quality of clusters obtained, 
assessed using silhouette widths (Rousseeuw, 1987).

1 LITERATURE REVIEW  
Selecting input variables is done primarily on the basis of their relevance to the construction  
of the index. This is based on a thorough knowledge of the field and the availability of the data. According 
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to OECD (2008) the first step in constructing a composite indicator is “developing a theoretical framework”  
by defining the concept that will be measured by the indicator, determining the sub-groups corresponding 
to it in the case of conceptual multidimensionality (e.g. well-being), and identifying the selection criteria 
and methodology for component variables. The next step, which constitutes the focus of this paper, 
consists of selecting the variables that make up the index, or sub-indexes when there are subgroups, based  
on their strengths and their quality (OECD, 2008). Quality is often addressed in the methodological 
papers of several indexes, which shows that variables are selected based on their reliability, availability 
and timeliness (Porter and Stern, 2014; Legatum Institute, 2012).

OECD (2008) establishes that “an index is above all the sum of its parts” which should be kept  
in mind when building and assessing the outcomes of composite indicators. With respect to the specific 
properties that composite indicators should have, Paun (1983), cited by Pele (2008) establishes that  
“A composite indicator sensitive and anti-catastrophic is compensatory”. This means that:  
1) the improvement recorded in one component should be reflected in the improvement in the overall 
indicator Pele (2008), 2) it is not possible that a small change in one component effects a large change  
in the composite indicator. Both properties mean that a big change of one component is not accompanied 
by an opposite modification of another, so that the resulting values of the composite indicator will equal 
those obtained in the absence of this change (Pele, 2008).

Michalos et al. (2011) propose the following properties for an acceptable indicator: 1) relevant  
to the concerns of our main target audiences, 2) easy to understand, 3) reliable, valid, and sensitive  
to changes, 4) politically unbiased, 5) timely, easy to obtain, and periodically updated, 6) comparable 
across jurisdictions and groups, 7) objective or subjective, 8) positive or negative, 9) obtained through 
an open, transparent, and democratic consultative review process.

There are essentially two types of indicators, ones that are based on a relatively large number  
of variables e.g. Legatum Prosperity Index, Social Progress Index, and others that are based on only  
a few variables, such as the Human Development Index. While there are differences in the methodological 
approaches, most composite indicators that are reliable and enjoy a certain degree of prestige are based 
on a well-documented and scientifically sound methodology. A part of this methodology covers how 
component variables are selected. According to OECD (2008), the main statistical methods of selection are  
the following: principal component analysis/factor analysis, Cronbach alpha coefficient, and cluster analysis, 
which are widely used in practice to establish the shortlist of variables. A recent review paper (Gan et al., 
2017) points out that the main analytical techniques used for constructing 96 sustainability indicators are 
principal component analysis/factor analysis and regression analysis, which both account for about 59%  
of all analytical techniques used. Of the total (analytical, opinion based, and equal weights) techniques 
used in weighting component variables of composite indicators and sub-indicators (weighting being a step 
in constructing aggregate indicators that follows variable selection), 11.46% employ principal component 
analysis/factor analysis, and another 6.25% employ regression method based on the use of a dependent 
variable relevant to the ‘target’, that is to the composite indicator or a sub-indicator (Gan et al., 2017).

Recently, some approaches have expanded and challenged the variable selection methods. One 
issue is the tradeoff between the choice of either a few variables, or a wide range of variables to capture  
the latent aspects of multidimensional concepts for which no specific variables to describe it are available 
(Foa and Tanner, 2012). Another one is the use of a “target measure” to help select the relevant variables 
for building a composite indicator. In this respect, the work of Abberger et al. (2018) shows that, even  
if established methods such as principal components and correlation analysis are used for variable 
selection, there is still the need to establish some reference variables that will guide construction  
and revision of composite indicators.

In this context, decision trees represent a predictive data mining technique whose primary use  
is to predict the outcome of one target variable based on the evolution of several explanatory variables.
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Its results recommend it for the use of variable selection as the algorithm has the ability to discriminate 
between variables that have a significant explanatory power of the evolution of the target (dependent) 
variable. While there are other similar techniques which model the evolution of the dependent variables 
based on one or more independent variables (e.g. linear regression), decision trees are deemed to have 
the following advantages (Enachescu, 2009): ease of implementation and interpretation, robustness with 
respect to outliers and missing values, variable selection done taking into account interactions between 
variables.

Decision trees are also used in modelling the relationship between one target variable and several 
explanatory variables. In several fields, e.g. credit risk modelling and marketing, they are considered 
to be established techniques, which yield results comparable to other methods. Results by Hand  
and Henley (1997) show that decision tree methods yield comparable results to linear regression 
and logistic regression. Also, Siddiqui (2005) identifies decision trees as one of the key classification 
techniques used in statistical-based customer segmentation for credit scoring, and lists them as one  
of the methods used in building scorecards, along with logistic regression and neural network techniques. 
Customer segmentation using decision trees is popular in the telecom industry, used in predicting  
customer value (Weiss, 2005). Other applications of decision trees are found in medical sciences,  
in assessing the relative importance of variables identified as risk factors for major depressive disorder 
(Song and Lu, 2015) or for other diseases.

2 A BRIEF OVERVIEW OF THE VARIABLE SELECTION METHODS   
The OECD handbook for constructing composite indicators (OECD, 2008) mentions three methods  
for selecting variables: factor analysis/principal components analysis (FA/PCA), scale reliability  
and cluster analysis.

FA/PCA emerges as a method of choice for selecting variables at it enables researchers to see  
the relationships between variables (OECD, 2008). Essentially, for variable selection, the exploratory factor 
analysis methods are used, which entail representing the observed variables as a function of parameters 
computed for unobserved factors (Preacher et al., 2013).

As Cooper (1983) points out, factor analysis comprises a set of multivariate statistical techniques, 
among which principal components analysis (PCA). While similar to FA in terms of results and use, 
PCA does not assume any relationship between the underlying structure of the variables (Cooper, 1983), 
and the components extracted (the equivalent of factors in FA) are, by design, orthogonal to each other. 
Due to this consideration, we have chosen FA as it may be better suited for exploring the relationships 
between variables based on their communalities (Cooper, 1983).

The scale reliability method measures the internal consistency of several variables used in building  
a single indicator (OECD, 2008). Its use for variable selection ensures that selected variables measure  
a single dimensional item (Nardo et al., 2005). The consistency is measured by the Cronbach coefficient 
alpha, reported in two forms, an unstandardized and a standardized form. Following the recommendation 
of Falk and Savalei (2011), we will use the standardized form, due to the fact that later stages of composite 
index construction will certainly require the use of a normalization technique that makes possible  
the aggregation of variables with different units of measurement into a single aggregate measure.

The third method, cluster analysis, is mostly a descriptive tool used to group countries (OECD, 2008) 
with the purpose to give some insights of the overall structure of the variables involved (OECD, 2008). 
It does not give a direct assessment of the contribution of each variable, and, in our opinion, its value 
mostly lies with checking whether results of variable selection done with other methods match the clusters 
obtained for shortlisted variables, and are compatible with index scores (Otoiu et al., 2014). Given these 
considerations we will use cluster analysis to compare the results obtained using other variable selection 
methods in terms of the quality of the cluster structures obtained.
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3 USING DECISION TREES TO SELECT VARIABLES   
Decision trees is an important technique used in data mining/knowledge discovery. It consists  
of classification of a target variable into a set of classes, based on the values of explanatory variables (Rokach 
and Maimon, 2014). This is performed using an algorithm known as recursive partitioning (Izenman, 
2008), which is a step-by-step process by which a node is split, or not, into child nodes (Izenman, 2008) 
by asking a sequence of Boolean questions of type: is a value of a variable, on which the split is done, lower 
than a threshold value, or not? The process starts with a first, or root, node, and ends when an optimal 
solution is found based on criteria specific to the algorithm used (Izenman, 2008).

Among the competing algorithms used for building decision trees, we have chosen one  
of the most widely used, Classification and Regression Tree (CART), developed by Breiman  
et al. (1984) due to the fact that is one of the most commonly used, yielding results that are clear  
and easy to interpret.

Many software packages compute variable importance, which shows which variables control  
the classification process (Izenman, 2008). This is achieved through calculating the sum of the improvement 
scores for each explanatory variable, for all the nodes where it acts as a primary or surrogate splitting 
variable (Gebre-Sellasie et al., 2011; Thierneau and Atkinson, 2019). In the rpart package, which 
contains an implementation of CART in R, and will be used for variable selection later in this paper, 
variable importance is expressed as a percentage for each variable selected for tree construction  
by scaling the improvement sums for all variables to 100, and discarding those with proportions smaller  
than 1 (Thierneau and Atkinson, 2019).

The use of decision trees for variable selection is not as straightforward as the use of factor analysis 
and cluster analysis, as these techniques do not require the existence of a target variable and thus are ideal 
candidates for establishing the structure of the new variable, the resulting composite indicator or sub-
index. The apparent difficulty of using this technique, given by the fact that it is a “supervised learning 
method” which requires the existence of a target variable (Bishop, 2007), can be overcome by the use  
of a target variable whose explanatory power is well-known, trusted, and relevant with respect to the goals 
and concept behind the developed composite indicator. This practice is used by the Legatum Institute 
(2013) in developing its Legatum Prosperity Index based on linear regressions of potential input variables 
on GDP per capita and overall self-reported life satisfaction, both considered to be the most reliable actual 
dimensions of human well-being. A similar approach is used by the Abberger et al. (2018) for improving 
the Swiss composite leading economic indicator by selecting variables based on their relationship with 
a reference, or target, variable.  

4 CASE STUDY: USING DECISION TREES IN VARIABLE SELECTION
The feasibility and use of decision trees in selecting variables for constructing or revising a composite 
indicator will be shown in an application which attempts to select input variables for building a composite 
indicator of well-being. Data comes from Otoiu et al. (2014), where a validation of three of the most 
popular indexes of well-being and human progress is performed, namely the Human Development Index 
(HDI), Happy Planet Index (HPI), and Legatum Prosperity Index (LPI). Validation is based on a list  
of candidate variables deemed relevant for defining the multidimensional concept of well-being: 1) growth 
of CO2 emissions (CO2GRW), 2) CO2 emissions per capita (CO2PerC), 3) forest area as a share of total 
land area (Forest), 4) Gross National Income (GNI) per capita (GNIPC), 5) greenhouse gas emissions per 
capita (GHGPC), 6) Gini coefficient for income (GINI), 7) life expectancy at birth (LifeExpB), 8) natural 
resource depletion (NResDep), 9) mean years of schooling (YRSSch), 10) labor force participation rate 
for men (PRM), 11) labor force participation rate for women (PRF), 12) total labor force participation 
rate (PRT), 13) overall life satisfaction (SATISF), 14) share of fossil fuels in fuel consumption (ShareFF), 
15) share of renewables in resource consumption (ShareRen), 16) unemployment rate (UE),17) urban 
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pollution (Upoll), 18) well-being (WellB), computed as the arithmetic mean of individual responses  
to the Ladder of Life question in the Gallup World Poll.

In order to prove the validity and relative performance of decision trees used as a variable 
selection method, we will compare its results with those obtained using Cronbach's coefficient alpha  
and FA method. For the target variable used in the decision tree method, we chose GNIPC and WellB,  
as the best available proxies for the subjective and, respectively, objective well-being. These are the two 
major sides of the concept of well-being, described both in terms of material progress and an improvement  
in the living standards and conditions that will enable individuals to reach their goals given the opportunities 
available within a country at a certain time. A detailed explanation of the concept of well-being, which 
explains its bivalent nature, can be found in Otoiu et al. (2014), and the rationale for this approach can 
be found in the construction of the LPI (Legatum Institute, 2013).

All estimations are done using the R package rpart for decision trees, the factanal function for FA and the 
reliability function Cronbach's coefficient alpha, the latter two implemented in the RCommander graphical 
user interface. Results will be checked with the cluster analysis method Partition Around Medoids, implemented 
in the R “cluster” package. Compared to other clustering methods, this one produces graphs and diagnostics 
that enable an easy assessment of the quality of the cluster structure, both as a whole and for individual clusters.

Table 1 Results of decision trees estimation

Regression Tree Statistics

Target variable CP nsplit rel error xerror xstd

GNIPC

0.597278 0 1 1.00662 0.145317

0.153842 1 0.40272 0.56682 0.134489

0.041019 2 0.24888 0.41913 0.111481

0.04 3 0.20786 0.39637 0.088197

WellB

0.703880 0 1 1.00771 0.085633

0.157171 1 0.29612 0.33884 0.033161

0.048922 2 0.13895 0.17359 0.019016

3 0.09003 0.12174 0.016763

Variable importance (percent)

Target variable Explanatory Variables

CO2PerC LifeExpB YRSSch PRM WellB SATISF UE ShareRen

GNIPC 24 19 15 13 13 12 4 1

Target variable Explanatory Variables

SATISF GNIPC LifeExpB CO2PerC YRSSch PRF PRT Forest Upoll

WellB 35 19 18 13 8 3 2 1 1

Note: CP – complexity parameter, nsplit – number of splits, rel error – relative misclassification error, xerror – cross-validated error, xstd  
 cross-validated standard deviation. 
Source: Authors’ calculation based on Otoiu et al. (2014) data
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The results of the decision trees built using the two target variables are presented in Table 1.  
They indicate that decision tree structures obtained are fairly robust, with a goodness of fit (R2)  
of about 79% for the GNIPC variable and, respectively, 91% for the WellB variable, computed from  
the misclassification errors for the last split (rel. error).

The resulting tree structures themselves were not particularly useful as they were too restrictive, with 
only three variables used in computing the solution for GNI per capita (CO2PerC, LifeExpB and UE)  
and only one for Well-being (SATISF, which is a strong proxy for well-being). However, 13 out of 20 
variables reported as having a significant relative importance were retained and used to build a cluster 
structure that would discriminate countries based on their inferred level of well-being.

Variable selection done using the Cronbach’s Alpha coefficients on the same variables has yielded  
the results shown in Table 2. 

Selection was done by deleting items for which R item scores, which compute the correlation between 
each item and the sum of the other items (Fox, 2012), is small. The final selection has a much lower 
number of variables, but the standardized alpha of 0.922 corresponding to the selected variables shown 
in Table 2, indicates a strong variable structure that can be used for calculating a composite indicator, fact 
confirmed by item scores well above 0.5, showing that each retained element has a significant contribution 
to the construction of the composite index.

Table 2 Variable selection results using the scale reliability measure

Table 3 Factor loadings and diagnostic measures of factor analysis

Variable name Alpha Std.Alpha R (item, total)

CO2PerC 0.0019 0.9277 0.7392

GNIPC 0.6876 0.9005 0.8226

LifeExpB 0.0016 0.9077 0.6737

SATISF 0.0026 0.8972 0.7285

WellB 0.0026 0.8992 0.7169

YRSSch 0.0024 0.9129 0.6522

Note: R (item, total) represents the correlation between one variable and the average behaviour of all variables. 
Source: Authors’ calculation based on Otoiu et al. (2014) data

Factor loadings

Variable Factor1 Factor2 Factor3 Factor4

CO2PerC 0.269 0.196 0.927 0.157

Forest 0.106 0.282 –0.365 n/a

GNIPC 0.544 0.551 0.453 n/a

LifeExpB 0.555 0.548 0.221 n/a
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Table 3   (continuation)

Factor loadings

Variable Factor1 Factor2 Factor3 Factor4

SATISF 0.948 0.236 0.2 n/a

ShareFF 0.134 0.162 0.266 0.938

Upoll –0.151 –0.552 0.112 n/a

WellB 0.934 0.263 0.21 n/a

Diagnostic measures

SS loadings 2.576 1.756 1.34 1.121

Proportion of variance 
explained 0.286 0.195 0.149 0.125

Cumulative variance 
explained 0.286 0.481 0.63 0.755

Source: Authors’ calculation based on Otoiu et al. (2014) data

In achieving the factor solution presented in Table 3, we had to give up the GINI variable for which 
there was a high incidence of missing values. Results retain the variables for which factor loadings were 
higher than 0.5, as per the recommendation of the OECD composite indicators manual (OECD, 2008), 
and exclude the Forest variable which does not comply with this requirement. The solution presented 
still includes this variable as, by using it, we have obtained the best factor structure, which explains 75.5%  
of the total variability of the data set, and includes variables with significant factor loadings.

Further, in order to validate the results obtained using the three variable selection approaches,  
and show that they can be used to design a composite indicator that can classify countries based  
on their level of well-being, we use cluster analysis to compare the three sets of selected candidate variables  
in order to assess how well their total variability can be captured by cluster structures that classify countries 
into different groups based on their well-being.

The validation procedure is similar to the first part of the one done by Otoiu et al. (2014). An optimal 
cluster structure is obtained from selected input variables, with a high percentage of data variability 
being explained by the cluster structure (above 60%), silhouette plots averaging over 60% for the entire 
structure, and values of 50% or more, together with no misclassification for individual clusters (Otoiu 
et al., 2014). The cluster structures were obtained by eliminating observations with missing values.  
We considered this to be the right approach given the nature of the data and the exploratory aim of our 
approach. Using imputation techniques could have biased the results due to the fact that we deal with 
different countries whose unique characteristics may not be properly inferred through using a purely 
quantitative method. Due to this fact, in presenting our results, we have not compared the percentage 
of data variability explained by the cluster structure, as it would favor structures with fewer variables.

The optimal cluster structure obtained with Cronbach’s Alpha coefficients, presented in Figure 1, shows 
that the selected variables, CO2PerC, LifeExB, SATISF, YRSSch, GNIPC, and WellB, manage to explain 
about 78% of the overall data variability. However, the cluster structure is fairly weak as average silhouette 
widths for the total cluster structure, and for three out of four individual clusters, is below 50%. Moreover, 
cluster membership is sizably unbalanced, with cluster 1 grouping almost half of the data, and cluster  
4 having only 5 observations. The results are weak if the degree of misclassification is considered, shown 
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as the part of the silhouette plots that extend below 0. As only marginal misclassification is observed, 
we conclude that, indeed, this structure is weak and cannot be used to achieve a satisfactory grouping  
of countries based on the selected variables.

For the factor analysis technique results, presented in Figure 2, show a balanced cluster structure, with 
an average silhouette width of 0.61, cluster individual widths above 0.55, and some sizable misclassification 
for cluster 2 and 5. Indeed, clustering based on 8 variables, CO2PerC, LifeExB, SATISF, YRSSch, GNIPC, 
WellB, Upoll, and ShareFF is able to achieve a fair discrimination of countries that would show their 
different levels of well-being in an appropriate way.

Figure 1  Optimal cluster structure with scale reliability variables

Figure 2  Optimal cluster structure with factor analysis variables

Source: Authors’ calculation

Source: Authors’ calculation
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The optimal cluster structure obtained for the variables selected with the decision tree algorithm, 
presented in Figure 3, has a slightly better performance than results obtained using factor analysis.  
The percentage of the overall variability explained is lower due to inclusion of 11 variables, CO2PerC, 
LifeExB, SATISF, YRSSch, GNIPC, WellB, Upoll, PRT, UE, Forest, and ShareRen. Albeit the average 
silhouette width is slightly worse (0.59 vs. 0.61) than for the structure obtained from variables selected 
using factor analysis, we see a very small of misclassification for cluster 2 and 6. Furthermore, all 
cluster-specific silhouette widths are above 50%, with rather high values of 68% or over for two clusters  
(3 and 5). Finally, for clusters 1 and 4, with the worst silhouette widths, no misclassification was observed. 
A comparison done with the six-cluster solution using variables selected with the FA method, presented  
in Appendix 1, shows a clear superiority of the solution using decision trees, with higher average silhouette 
width, strong misclassifications for 4 out of 6 clusters, and one cluster silhouette width below 0.5.

In sum, the decision tree method proved to be the most effective way of selecting candidate variables. 
The cluster structure obtained is able to discriminate six country groups with minor misclassification, 
obtaining clusters with a rather balanced number of elements. While some overall diagnostic measures 
may indicate that the cluster structure obtained using factor analysis for variable selection is better 
than the structure obtained using the variables selected with the rpart algorithm, interpretations 
should consider the decrease of average silhouette width which occurs when more variables are used,  
and the higher degree of misclassification observed for the former structure.

DISCUSSION AND CONCLUSIONS  
Using decision trees to select variables for building composite indicators is a valid alternative  
to the established methods of variable selection. Its advantages lie in the fact that decision trees can work 
with virtually any type of variable, and that they are not very sensitive to outliers and missing values. 
Due to their features, variable selection is likely to be more complex and take into account the relevant 
features of the data set to a greater extent than when the other established methods are used.

The selection of relevant variables for defining well-being obtained with the decision tree algorithm, 
implemented with the rpart package, is better than the one which used Cronbach’s alpha coefficients, 

Figure 3  Optimal cluster structure with decision trees variables

Source: Authors’ calculation
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and close to the one which employed factor analysis. The cluster structure obtained was markedly better, 
providing a higher number of country groups with little or no misclassification rate.

Several elements need to be taken into account when considering the use of decision trees as a variable 
selection method for composite indicators. The most important is the existence of variables which are 
representative proxies of the multidimensional concept that is analyzed. In our example, GNI per capita 
and Life satisfaction measures were used as the best available measures of well-being.

In the absence of an established proxy, building a naïve index with equal weights assigned  
to standardized/normalized candidate input variables, may provide an initial solution for the target 
variable to be used.

In some cases, decision trees can be extremely useful for designing parsimonious indexes, which employ 
only a few variables. A particular situation is relevant to the case of entrepreneurship indicators, when 
there are significant overlaps between variables (Pekka et al., 2013), and using decision trees can yield  
a better indicator structure that can clearly describe the multifaceted dimensionality of entrepreneurship.

Another example is HDI, which is calculated from 4 variables: Life expectancy at birth, Mean Years 
of Schooling, Expected Years of schooling, and GNI per capita. While this feature was not explored  
in this paper, further research may be able to assess the strengths of this method, and improve some  
of the composite indicators which use a large number of variables.

Another issue worth exploring is employing some rules for input variable selection using decision 
trees. It may be worth researching whether all variables selected as important are to be included  
in the development of a composite indicator, or a variable importance threshold should be established 
that would keep variables with large importance scores, and discard those with low importance,  
e.g. Urban pollution or Forest area in our case study.
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ANNEX

Figure A1 The 6-cluster solution for variables selected with factor analysis

Source: Authors’ calculation based on Otoiu et al. (2014) data
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Abstract

This study analyses the cost and profit efficiency of the banking sector in all 17-Euro area Member States 
during the period from 1999 until 2012. The two-stage approach, the generalized method of moment (GMM) 
regression model is used to regress the efficiency level obtained from the first stage on factors that could influence  
the efficiency score. Therefore, the efficiency score measures that derived from the DEA estimations are used  
as the dependent variable and then regressed upon environmental variables. The result suggests that the cost and 
profit efficiency of 126 listed bank is found to be on average negatively related to population density, banking 
activity, loan management activity, and profitability while economic condition, financial deeping rate, and bank 
network extension have a positive influence on cost and profit efficiency. Overall, our results demonstrate that 
environmental variables contribute significantly to the difference in efficiency scores between the Member States.

INTRODUCTION
The Eurozone, which is composed of the seventeen European countries that have joined together to form 
a common monetary union, represents more than 15% of global Gross Domestic Production (GDP)  
and 20% of world exports (European Commission, 2015). The European Central Bank (ECB) is the sixth 
of the seven institutions of the European Union (EU) as listed in the Treaty on European Union (TEU). 
It is the central bank for the Eurozone, one of the world's most important central banks, to administrate 
the monetary policy of the 17 EU Member States that constitute the Eurozone. In 1957, the European 
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Union was founded. From 1957 to 1999, economic integration has progressed as follows by Treaty  
of Rome (1957), the snake (1970s), European Monetary System (1979), the Single European Act (1986), 
Maastricht Treaty (1991), and Stability & Growth Pact (1997) and, finally, in 1999 the Euro is launched 
among 11 members of EU. Greece, Slovenia, Cyprus and Malta, Slovakia and Estonia have been joined 
Euro area from 2001 to 2011.

The economic impacts of this zone are resounding worldwide nations. Thus, both the success  
and failures of the European Central Bank policies will affect not only country members of the Eurozone, 
but also the global economy in general. The formation of the ECB and its currency, the Euro, has presented 
greater success to the euro Member States. Its long-term efficiency, productivity, and stability will base 
on the efficacy of the ECB policies in addressing some critical obstacles to its success.

The European banking markets, especially banks, in their function as financial intermediaries, 
contribute to economic activity in a number of ways. In this case, the banking systems in developing 
countries have undertook major reforms in order to create effective banking institutions with a high level 
of soundness and capable of facilitating economic growth (Andries, Apetri, Cocris, 2012). Furthermore, 
banking sector has undergone significant transformation worldwide in its operational environment during  
the last two decades. Both environmental and internal factors have influenced its structure, efficiency, 
and performance in banking industry, and effective banking system is better able to withstand negative 
shocks and contribute to the stability of the financial sector (Brissimis, Delis, Tsionas, 2010). Therefore, 
the efficiency of the banking system becomes an important issue to the academic world, the banking 
system decision-makers, and regulatory bodies.

Moreover, the banking sector is considered by any economy as a key sector for the smooth operating 
of its domestic economic system, so the development of the new banking status is an issue of major 
concern. When competition increases between banks or between banks and other financial institutions, 
internally and internationally, bankers and policy makers are to determine whether banks are managed 
efficiently and productively, and, if not, to take remedial action.

In other respect, analysing the efficiency level of banks is of interest from a policy perspective because 
if banks are becoming more efficient then, one would expect better performance, enhanced profitability, 
greater amounts of funds channelled through the system, competitive prices, and service quality  
for consumers, as well as increased safety and soundness (Casu, Girardone, Molyneux, 2004). In addition, 
looking at efficiency differences across countries may help to identify the achievement or perhaps of policy 
notations or, additionally, may highlight a variety of strategies carried out through banking systems.  
The information acquired about the evaluation of the bank’s performance is known to improve its overall 
efficiency of operations and, in turn, it may improve its competitive frontier.

The banking industry exposes a multitude of new developments and challenges. Deregulation, 
liberalization, information technology, and the entry of new types of competitors have contributed 
to internationalization of the existing capital markets and to the developments of new markets  
of sophisticated financial instruments. The banking scenery changes even more radically in Europe, where 
the introduction of the single currency (Euro) in 1999 has removed institutional obstacles for banks  
to operate in other EU countries.

This changing banking environment concentrates on competitive conditions in the Eurozone  
and on the viability of its – until recently – sheltered banks. After all, for long, domestic banks have 
enjoyed comparative advantages on the domestic markets for bonds and equity in the field of underwriting  
and trading activities based on the existence of national currencies. Nowadays, especially after  
the constitution of the Euro, the efficiency of the euro area banks will become more and more crucial 
in the light of the current and expected increase in competition. Less efficient banks run the risk  
to be driven from the market. Efficiency can also be a decisive element in the game of mergers  
and take-overs, where inefficient banks are an easy and sought-after target.
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Furthermore, in order to response a major concern of investors and policy makers how is the health 
performance of EU-17’s banks, this paper seeks to discover the level and spread of bank efficiency  
in the Eurozone. In particular, it targets on differences across countries explained by environmental 
condition like various macroeconomic conditions, various banking specification, bank specific 
characteristics, and other sources over time. Therefore, this study attempts to determine the influencing 
factors of bank efficiency level in the Eurozone.

Our study contributes to the literature as follows. First, the literature is a treasure of country studies 
on efficiency in the banking industry. Studies on international comparison of efficiency are rare. Actually, 
such an international comparison is really a heroic attempt, as the differences in banking behaviour  
and economic and institutional conditions (in terms of institutions, supervisory rules, government 
interference, customer preferences and level of development) between countries are huge. As activities 
of banks diverge strongly and as part of these activities are truly challenging, it is actually for just one 
country quite a task to capture bank behaviour by one model. Moreover, international comparisons 
are easily distorted by national differences in macroeconomic condition, banking sector specification 
categories, as shown in this study. In other words, it can easily be confirmed that single-country studies 
are entirely unsuitable for international comparisons and provide misleading results.

Moreover, our study contributes to the literature by providing estimations of both cost and profit 
efficiency of banks based on nonparametric frontier analysis for all the euro area Member States; also, 
it compares efficiencies scores derived from Member States. Although, most of the studies of banking 
efficiency in the European countries are based on one-year analyses, and one year is not sufficient  
to observe the efficiency level. Hence, this study will evaluate the efficiency level for fourteen years.  
In addition, the sample of this study will include most significant banks (85 percent of total banking 
assets in the euro area) that operate in all seventeen Member States.

The rest of this paper is structured as follows: The literatures are reviewed in section two, followed  
by model specification in the third section. The sources of data are represented in section four. In section 
five, the empirical results and discussion are presented, followed by the conclusion and policy implications 
in the last section.

1 LITERATURES REVIEW 
The literature on bank efficiency has a long tradition and has accumulated a significant amount 
of researches with various results, scopes, and methodologies. As an example, we can refer  
to Berger and Humphrey (1997), and Berger et al. (1999). In the United States, Berger and Humphrey 
(1991) published a report based on bank performance. In this report, it was stated that banks 
could improve their performance in terms of efficiency and productivity by using economies  
of scale, or economies of scope. Moreover, some studies looked at the conceptual background  
of the banks (Lovell, 1993) and the risks associated with their performance (e.g. Paradi and Zhu, 
2013; Casu, Ferrari, Zhao, 2013; Berg, Førsund, Jansen, 1992; Berger and DeYoung, 1997; McAllister 
and McManus, 1993; Mester, 1996). It is also notable that the common point among these studies 
is that they ranked foreign banks less efficient compared to the local ones (DeYoung and Nolle, 
1996; Edward Chang, Hasan, Hunter, 1998; Hasan and Hunter, 1996; Mahajan, Rangan, Zardkoohi, 
1996; Peek, Rosengren, Kasirye, 1999).

One thing that remains the same though is the number of the cross-country comparative researches. 
They mostly concentrated on the European market. Studies show that changes in the sample size, 
production specifications, and assessment techniques lead to different results (Bos and Schmiedel, 2007). 
Notwithstanding their gap, some experimental results are valuable. Some of the studies done in the EU 
were in alliance with those done in the U.S.; both possessed cost efficiency levels of 70 to 80 percent, 
and the profit was around 50 to 60 percent. However, some countries were more efficient; for instance 
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Spain, and Belgium, showed greater degrees of efficiency compared to Germany, Austria, and the United 
Kingdom (Pastor, Perez, Quesada, 1997).

Some studies tried to do cross-country studies. For instance, Sheldon (1999) conducted a study 
on 1 783 banks in the EU using data from 1993 to 1997. By applying the Data Envelopment Analysis, 
Sheldon realized that usually larger banks showed better performance compared to smaller ones.  
It was also shown that specialized banks as well as retail banks were also more profit and cost efficient. 
On the other hand, smaller banks and wholesale banks showed lower efficiency levels. The efficiency  
on average was quite low at less than 46%. The profit efficiency of the banks was slightly better at 65%. 
In his study, Sheldon showed that banks from Denmark, Sweden, and France had the higher profit levels 
and the ones in Portugal, Greece, Spain, and U.K had the lowest profits.

Being concerned with a similar notion, Altunbas et al. (2001) concentrates on the German banking 
market in the period between the years 1989 to 1996. They discern between public savings banks, private 
commercial banks, and mutual cooperative banks. As a result of this comparison between the private 
commercial banks and others banks including the public ones they realized that private banks were more 
inefficient in terms of cost and profit. 

In another study done in Germany, Bos et al. (2005) looked at the accounting factors that lead 
to differences in bank efficiency. It was also shown that banks from different regions have different 
performance. The size of the banks, their type, as well as their geographic origin was also found  
to be influential factors in the efficiency of the banks. However, they realized a huge difference between  
the results they obtained by the method  employed for controlling the heterogeneity. That is how they arrive 
at the benchmarking paradox and elaborate on it: “we take part in a benchmarking activity to evaluate 
and measure the differences in performances; however, to do so, a general benchmark has to be assumed”.

It can be said that such paradox is quite clear in the case of cross-country studies. The reason  
is that in such studies a common efficient frontier is often used as the basis of comparison. This can lead  
to wrong results as some countries have access to technologies that are absent in others. However,  
it is not possible to compare the efficiency outcomes across borders in cases where the frontier has been 
employed in every country in the sample and every banking institution’s performance is weighed up against  
the bank which has the best-practice within that country. Recent studies tried to stay away from the bias 
estimation in cross-country bank efficiency comparisons by combining country-specific environmental 
variable (Barth, Lin, Seade, Song, 2013; Chaffai, Dietsch, Vivas, 2001; Dietsch and Vivas, 2000; Vivas, 
Pastor, Hasan, 2001; Vivas, Pastor, Pastor, 2002).

As an example, we can refer to Dietsch and Vivas (2000) who were more focused on the theory 
that the employment of a frontier benchmark can lead to misleading result. The reason for these 
misleading efficiency outcomes of companies from different nations is that these approaches often fail 
to control the cross-country economic conditions, demographic, and regulatory differences which are 
beyond a company’s control. Therefore, using common frontier can lead to results that indicate a bank  
to be inefficient while it is regarded as efficient in comparison to the average performance of the banks 
operating within the national market. 

In addition, in another study Vivas et al. (2001) make a test where they replicate every banking market’s 
performance if the average banks chose to function in any other nation. That is how they realized that  
it would be good for some banks to operate in another country since their performance in another country 
was quite higher and better in comparison to their performance in their original country. 

At the end, Bos and Kolari (2005) make a better quality comparison by weighing up small  
and large independent US and European banks. As for the none-common frontier sets of rules  
and regulations, they keep the profit and cost frontier the same in both the US and Europe  
and operate on that basis. Although, they found evidence in favour of a single profit frontier,  
they declined the single cost frontier. 
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As explained above, the initiatives cannot solve the problem of cross-border efficiency comparison  
of banks with different level and type of technologies in different nations. This study tries to use the single-
frontier method to increase the level of the published researches in the literature, to forecast the common 
efficiency variables across the countries and to consider their specified environment circumstances  
to account for the main technologies in the EU financial industry.

In view of the literature discussed, we can say that empirical studies in banking efficiency have been 
conducted extensively (for example USA, Germany, and Spain) with financial variable and monetary policy 
but that few studies have been done to investigate banking efficiency in European countries, especially 
for all the euro area countries with these financial integration and monetary policy variables. Therefore, 
more empirical work is needed on the banking efficiency in the euro area Member States.

2 MODEL SPECIFICATION 
To investigate the influence of different factors of environmental condition two-step procedure was 
employed; the data envelopment analysis (DEA), and GMM estimators. Therefore, in following section, 
we select inputs, outputs, and DEA approach.

There is a continuous discussion in the banking literature concerning the most appropriate interpretation 
of outputs and inputs. According to Bergendahl (1998): ‘‘There have been almost as many assumptions 
of inputs and outputs as there have been applications of DEA” (p. 235). Berger and Humphrey (1997) 
identified two major approaches including production approach and intermediation approach  
for selecting inputs and outputs; production approach and intermediation approaches. According  
to Berger and Humphrey (1997), neither intermediation approach nor production approaches are perfect 
because they cannot perform financial institutions’ dual role as being financial intermediaries and provider  
of document or transactions processing services. 

In some studies, earning assets is used as an output. This is consistent with asset approach proposed 
by Sealey and Lindley (1977) while deposits are considered as an additional output, by other researchers, 
which is related to an approach known as value-added approach. Recently, a different modified version  
of the intermediation approach is adopted (see Avkiran, 1999; Chu and Lim, 1998; Das and Ghosh, 2006; 
Drake, Hall, Simper, 2006; Sturm and Williams, 2004). This is known as profit oriented or operation 
approach that considers revenue components such as interest income, non-interest income as outputs 
and cost components such as personal expenses, interest expenses as inputs. According to Drake  
et al. (2006), based on input oriented DEA relative efficiency analysis, the more efficient units will  
be better at maximizing profit through minimizing different costs incurred in making different revenue flow. 
They also indicated that, this approach could be more suitable for taking the variety of strategic responses 
by financial companies in confronting dynamic changes in environmental and competitive situations. 

To estimate cost and profit efficiency score, the present study focused on intermediation approach 
to construct the DEA frontier. Under the intermediation approach (following Berger and Humphrey, 
1992), we assume deposits (X1): demand, savings, and time deposits, Labor (X2): staff of bank together 
with management expertise required for providing bank services ,physical capital (X3): offices, branches, 
and computer hardware as inputs and loans (Y1): is total amount of loans concerning each banking firm, 
investment (Y2) total securities, equity investments and other investments as outputs.

Price of borrowed funds (w1) was used as interest expenses over the sum of deposits price of labor (w2) 
calculated by personnel expenses to the employees’ number as the unit price of labor. Price of physical 
capital (w3) was measured by non-interest expenses over fixed assets. Price of loan (p1) was calculated 
by interest income on loans over total loan. Price of investment (p2) was measured by total non-interest 
operating income plus other interest income over other earning assets.

As already recorded, if economic objective functions are reasonable and if reliable price information 
is available, however, DEA can be used to identify cost efficiency (Cooper et al., 2000). Since we assume 
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indeed that banks minimize cost in the euro area, we consider in this study input-oriented efficiency with 
variable return to scale. The minimum cost is obtained by solving the DEA linear programing problem.

 , (1)

subject to:  , (2)

 , (3)

 , (4)

 , (5)

where j = 1, ... , N are the number of banks, i = 1, ... , n are input volumes used by bank  
j, r = 1, 2, ... , m   measures the volume of output r and wiο is the unit cost of the input i of bank DMUο 
which is the benchmark projection that can be different from one bank to another. Although, the objective 
is to choose the xi and λj values to minimize the total cost of satisfying the output constraints. The wiο  
in the objective represent unit costs. The minimization problem is calculated for each bank of and each 
year in the sample, thus identifying for each a benchmark combination of inputs and cost.

Every DEA model assumes a returns-to-scale characteristics that is represented by the ranges  
of the sum of the intensity vector λ, i.e., L ≤ λ1 + λ2 + ... + λn ≤ U. Here, we compute variable returns  
to scale and use L = U = 1. We consider convex hull representation. Our model allows substitutions  
in inputs. Based on an optimal solution (x*, λ*) of the above problem, the cost efficiency of DMUο  
is defined as:

 , (6)

where CEο is the ratio of minimum cost to observed cost for the oth firm. Clearly, this approach implies 
that all observed input-cost combinations are measured with no error. Outliers may be classified as very 
efficient simply because data error.

Similar to cost efficiency, the profit efficiency (PE) can be estimated by solving the following linear 
programming problem n times; each time for a different bank in the sample. Therefore, the profit-
maximization problem of a multiple-output, multiple-input firm facing input and output prices  
w and p, respectively, can be formulated as the following DEA problem:

 , (7)

subject to:  , (8)

 , (9)
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 , (10)

 . (11)

The profit-maximizing input and output quantities xi
*(i = 1, 2, ... , n)  and yr (r = 1, 2, ... , m) are 

obtained along with the other decision variables λj
*(j = 1, 2, ... , N) at the optimal solution of this problem.  

The maximization problem is calculated for each bank of the sample, thus identifying for each  
a benchmark combination of inputs and revenue. Based on an optimal solution (x*, y*, λ*) of the above 
problem, return to the maximum profit attainable for bank o_th given the production technology and the 
input prices wi it faces. The profit efficiency of DMUο is defined as the ratio between the observed profits  
and the maximum profits as follows:

 , (12)

where PEο ≤ 1 and equals unity when the bank operates on the estimated frontier and is deemed profit 
efficient. 

The efficiency scores generated from the DEA program were used as independent variables  
in a panel regression model to explain bank performance, the dependent variable (Lehmann, Warning, 
Weigand, 2004) .Using panel regression, a non-parametric method and multivariate analysis may assist 
in understanding and validating behavioural relationship in the banking sector (Jalan, 2002). For second 
step, a linear regression model is estimated to be in following form:

 , (13)

where yit represents the efficiency score of bank i at time t, X represents the set of explanatory variable 
(environmental variable), ηi can be described as an unobserved specific effect of the country and εit can 
be described as an error term.

In order to control for cross-country differences in the environment that banks operate, there 
are some approaches that can be utilized for incorporating environmental variables (modifying  
for the environment) in DEA applications. The term of “environmental variable” is usually utilized 
for describing factors which could have an impact on firm’s efficiency but be outside of the manager 
that covers banking sector, macroeconomics countries specification (Coelli, Rao, Donnell, Battese, 
2005). Finally, model one is developed to investigate relationship of cost and profit efficiency with 
environmental variables.

Bank efficiency
= f (Lag of Bank efficiency + Population density
+ Economic condition + Financial deepening rate + Banking activity (14)
+ Bank network extension + Profitability
+ Loan management activity).

Formula (14) is extended for the purpose of reflecting the variables. The baseline regression model 
is formulated as below:
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 , (15)

In the banking literature, the significance of specifying the environmental variables for the purpose 
of avoiding bias in models has been identified (see, for example Dietsch and Vivas, 2000; Vivas et al., 
2001; Vivas et al., 2002). Based on this first model, across country efficiency differences are ascribed  
to managerial inside the commercial banks while the difference in efficiency can be explained through 
different environment and economic regulatory across countries (see Berger and Mester, 1997). Three 
groups of environmental variables (bank specific and countries, banking industry factors) was employed 
for all 126 selected bank from all 17-Euro area Member States including Spain, Austria, Cyprus, Slovenia, 
Belgium, Portugal, Estonia, the Netherlands, Finland, Malta, France, Luxembourg, Germany, Italy, Ireland, 
and Greece from 1999 to 2012. 

Based on above-mentioned studies, three groups of variables that are supposed to be connected with 
changes in efficiency across banks are formed. Country level variables are the first group that explains 
macroeconomics situations such as population density, economic condition, and financial deepening 
ratio. According to Yildirim and Philippatos (2007), demand of banking services’ supply is positively 
affected by favourable economic conditions, which brings about an improvement in bank efficiency as well.

The second group includes variables that describe the structure of banking industry for each Member 
States (activity in the banking activity, bank network extension). According to Kasman and Yildirim 
(2006), the overall banking network that is measured through the market size of banking and the banking 
activity is measured by bank claim to private sector over the GDP encourage higher efficiency. Therefore, 
we employ those variables as explanatory variables in two-step approach.

Last group consists of variables describing bank specific characteristic in each bank. The bank specific 
variables are: LOANTA is a total loan of bank to total assets ratio and can be described as a measure  
of loan management activity; ROE can be described as pre-tax profit divided by equity. These variables 
have been utilized in previous studies to show the bank-specific characteristics that influence efficiency 
(Allen and Rai, 1996; Fries and Taci, 2005; Isik and Hassan, 2003; Pasiouras, 2008).

3 DATA 
The current study explored the extent of a possible relationship between the efficiency of bank  
and environmental variables. For the current study, data was collected from various sources, “Bankscope” 
database of BVD-IBCA, Eurostat, World Bank, ECB during the period of 1999–2012. For a sample, 
unconsolidated accounting data of EU-17 Member States including Spain, Austria, Cyprus, Slovenia, 
Belgium, Portugal, Estonia, the Netherlands, Finland, Malta, France, Luxembourg, Germany, Italy, 
Ireland, and Greece was used. This sample is adequate for investigating the evolution in bank efficiency 
of EU Member States because main EU countries are included in it. 

The sample of banks have been selected from about total 6,000 credit institutions (entire population) 
in the euro area which is covered by almost 85 percent of total banking assets in the euro area. From 
this list of credit institutions, 126 active credit institutions was selected (6 from Austria, 6 from 
Belgium, 3 from Cyprus, 3 from Estonia, 3 from Finland, 11 from France, 25 from Germany, 4 from 
Greece, 5 from Ireland, 15 from Italy, 6 from Luxembourg, 3 from Malta, 6 from the Netherlands, 
4 from Portugal, 3 from Slovakia, 4 from Slovenia, 18 from Spain)  based on the European Central 
Bank (ECB) decision which are prepared to deal with tasks of new banking supervision as a part  
of a single supervisory mechanism. These credit institutions are directly supervised by ECB based  
on one of significance criteria (including size, economic importance, cross-border activates, direct 
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public financial assistance). They will work closely with the national well qualified authorities  
with the aim to supervise all other credit institutions.

Almost 85 percent of total banking assets in the area of Euro  represented by these 126 credit institutions 
that will be identified in accord with significant criterion. Significance criteria include total value of assets 
exceeding €30 billion, significance for the specific country or the EU economy as a whole and significance 
cross-border activities by ratio of its cross-border assets/liabilities in more than one other participating Member 
State to its total assets/liabilities to be more than 20% and direct public financial assistance by requested 
or received funding from the European Stability Mechanism or the European Financial Stability Facility.

4 RESULTS  
4.1 Summary Statistics
Based on practical consideration, to estimate cost and profit efficiency score, the present study focuses 
on the intermediation approach to construct the DEA frontiers. Under the intermediation approach 
(following Berger and Humphrey, 1992), we assume deposits (X1): deposits & short term funding, 
labor (X2): number of employees, physical capital (X3): fixed assets as inputs and loans (Y1): total loan, 
investment (Y2): other earning assets as outputs. Although, we consider price of borrowed funds 
(w1): interest expenses over deposit, price of labour (w2): personnel expenses over total labor, price 
of physical capital (w3): non-interest expenses over fixed assets as input price and price of loan (P1): 
interest income on loans over total loan, price of investment (P2): total non-interest operating income 
plus other interest incomes over other earning assets as output price. Table 1 shows summarized 
descriptive statistics for inputs, outputs and their prices that were employed for the estimation  
of the cost and profit efficiency by the DEA approach.

4.2 Estimation of Efficiency by DEA
The DEA models’ results are summarized in Tables 2–4. Table 2 reports the results of the models 
run using the entire 126-listed bank dataset for 17-Euro area Member States from 1999 to 2012,  

Table 1 Descriptive summary of inputs, outputs, and prices for estimating efficiency

Variable (symbol) Obs Mean Std. Dev. Min Max

Deposits (X1) 1 142 124 000 224 000 30.1 1 740 000

No. of employees (X2)        1 142 16 243.01 30 997.18 5 193 349

Fixed assets (X3)      1 142 1 510 3 190 0.11 24 600

Total loan (Y1)      1 142 104 000 178 000 7.3 1 030 000

Other earning assets (Y2)                1 142 120 000 277 000 1.1 2 450 000

Price of fund (W1)             1 142   0.078 0.412 0 9.598

Price of labor (W2) 1 142 123 598.5 468 316.9 9 703.714    9 588 510

Price of physical capital (W3)         1 142 10.010 87.977 –1.205 2 304

Price of loan (P1)       1 142 0.191 1.466 0.0001 37.634

Price of investment (P2)     1 142 0.087 1 171 443 –0.143 1.168

Note: The unit of input and output variables is US $ Million.
Source: Own construction
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while Table 2 provides cost efficiency score with the breakdown of the results by country and year. 
Table 3 reports the results of the profit efficiency models by country and year. 

From Table 2, it is observed that the three lowest averages of cost efficiency of sample are reported for 
Slovakia, Greece, and Portugal banking sector which stood at 11.12%, 11.23%, and 16.79%, respectively. 
Conversely, for three highest averages of cost efficiency, the Netherlands, France, and Germany bank 
cost efficiency stood at 70.95%, 56.69%, and 48.03%, respectively. For whole the euro area, cost efficiency 
ranged for a low of 30.62% in 2005 to a high of 43.52% in 2002 and totally, average of cost efficiency  
is 35.84% from 1999 to 2012. The average cost efficiency level is 35.84%, meaning that on average they 
are 65.12% inefficient in costs. Inefficiency levels show by how much costs can fall if inputs were used  
as efficiently as the unit located on the best practice frontier was.

The trend of the dispersion of cost efficiency values as measured by its standard deviation remains 
indistinct at best. The standard deviation of the scores was of 30.84 for the Euro area while the minimum 
standard deviation of cost efficiency sore remained at 4.32 for Slovakia, and maximum standard deviation 
score stood at 56.69 for France. 

It is observed that over the sample period, the Netherlands banking sector reported higher cost efficiency 
for all years except for 2003 that Luxembourg banking sector stood at 61.15%, and it was varying from 
a low of 63.2% in 2007 to high of 100% in 1999, 2000, and 2001. A plausible reason could be assigned 
to the fact that during the period under study, the Netherlands banking sector was relatively efficient  
in its basic function as an intermediary between savers and borrowers. It should be mentioned here that 
decreasing of cost and profit efficiency of the Netherland banking system is because of the SNS bank’s and 
Nederlandsche Bank’s NV (De) performance during 2005 to 2012. The SNS bank has a negative profit 
value (loss) and Nederlandsche bank NV has high level of deposit and low value of loan which is made  
a low level of efficiency. Although, lower cost efficiency was recorded for Slovakia's banking sector across 
the sample period except for 2004, 2006, and 2007 that Greece's banks were inefficient bank in the sample 
and it was varying from a low of 7.16% in 2012 to high of 16.27% in 2002. In constant, the empirical 
results indicated a large asymmetry between countries regarding their profit efficiency level. Although,  
the evaluation of profit efficiency in each country shows that there doesn't seem to be a clear trend  
in general, efficiency scores had been decreasing from starting to ending years in most of the countries  
in sample.

The results of the profit efficiency estimation are presented in Table 3. From Table 3, it could be observed 
that the Netherlands, Germany, and France are three highest average profit efficiency members across  
the euro area during the period under study with 63.95%, 44.58%, and 37.99% respectively. It means; these 
most efficient banking sectors did not use extra excess input resources in comparison with an inefficient 
banking sector, while the inefficient banking sector used more extra excess resources to produce the same 
amount of outputs as the efficient country banking sector.

In comparison, Portugal, Slovakia, and Greece had the lowest average profit efficiency members 
across the euro area with 2.56%, 3.29%, and 4.52%, respectively. It means these county banking sectors 
were operated in the most inefficient manner, all other conditions being equal. For the euro area, profit 
efficiency ranged from a low of 20.69% in 2010 to a high of 38.79% in 2000 and, finally, average of profit 
efficiency was 24.55 % from 1999 to 2012. The average profit efficiency level is 24.55%, meaning that  
on average, they were 75.45% inefficient in profit. Inefficiency levels show by how much the profit (costs) can 
increase (decrease) if inputs were used as efficient as the unit located on the best practice frontier. The trend  
of the dispersion of profit efficiency scores as measured by its standard deviation remains indistinct at best. 

It is observed that over the sample period, the Netherlands banking sector had the highest profit 
efficiency for all years except 2003 that Luxembourg banking sector stood at 67.14%, and it is varying from 
a low of 48.26% in 2008 to high of 100% in 1999, 2000, 2001, and 2002. Although, lower profit efficiency 
was recorded for Estonia’s banking sector across the sample period except for 2004, 2011, and 2012  
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that Slovenia’s banks were inefficient banks in the sample, and it was varying from a low of 0.06% in 2010 
to high of 2.34% in 2002.

To be useful for regulatory policy purposes, efficiency measures should be stable over the time.  
For this purpose, standard deviation was used for dispersion of profit efficiency. The standard deviation 
of the scores was of 37.27 for the euro area while the minimum standard deviation of profit efficiency sore 
remained at 1.40 for Portugal, and maximum standard deviation score stood at 45.80 for the Netherlands.

As a result, from both Tables 2 and 3, it can be mentioned that average cost efficiency which estimates 
for the banks over the sample period was higher than profit efficiency, and the Netherland banking 
sector was more efficient than others except for 2003. This result suggested that the banks’ performance  
on the cost side was not matched by their ability to generate enough revenues. On the other hand,  
we found high levels of efficiency in costs and lower levels in profits, verifying the importance  
of inefficiencies on the revenue side of banking activity. Furthermore, we found the cost efficiency rankings 
were more stable over the time than profit efficiency according to standard deviation. 

In addition, it is observed that over the sample period, both cost and efficiency measures display 
significant variation and did not archive sustained efficiency gain across the euro area banking sector. 
This result could be due to changing competitiveness and dynamic environments and new technologies 
in banking markets. In this case relative changes of efficiency rankings over the time are reasonable. 
Therefore, in next section, we try to investigate the influence of dynamic environment (at country, market, 
and bank level) on cost and profit efficiency.

4.3 Bank Efficiency and Environmental Conditions 
For implementation of environmental variables (modifying for the environment) in the dynamic 
efficiency model which is used to avoid bias in efficiency models, two-step procedure was employed. 
At the first stage, analysis efficiency score obtained in Eurozone during the year 1999 and 2012  
by the data envelopment analysis (DEA) was completed. Then, in the second step, GMM estimation 
was used to regress the measured efficiency on environmental variables. Therefore, in following section, 
we will present descriptive statistics, correlation matrix of explanatory variables and, finally, baseline 
regression results of GMM estimator. 

In Table 4, the descriptive statistics is presented to analyse and measure the environmental variable 
into three categories of country level, industry of banking sector and bank specific characteristics.  
The table shows the mean, standard deviation, minimum, maximum, and number of observations. 
Mean represents the average value; standard deviation shows the deviation of value from the mean, 
minimum reports the smallest value of variable, maximum shows the biggest value of variable and number  
of observations calculated by number of time to cross section (t × n).

The table shows that average cost efficiency is 0.358 with a standard deviation of 0.308 while 
profit efficiency mean is 0.246 with a standard deviation of 0.373. The population density (POPD) 
average in the euro area Member States is 207.711 with a standard deviation of 216.805, the minimum  
and maximum values are 17.16 and 1 302.1, respectively. The economic condition (LGDP) average  
is 26.842 and standard deviation is 1.843. The ratio of financial deepening (FDEEP) mean is 4.415 
and standard deviation is 5.410. The banking activity average (CLAIMS) and bank network extension 
(BRANCH) average are approximately 1.259 and 85.701, respectively. The profitability (ROE) mean  
is 0.09 and shows standard deviation value 1.961 with the minimum and maximum values of 17.16 
and 1 302.1, respectively, while the loan management activity (LOANTA) varies between 0.001 to 0.96 
with a standard deviation of 0.210 and mean of 0.521. Number of observation is 1 124 for all variables 
that shows that data set is an unbalance panel.

Having estimated the cost and profit efficiency levels for each of the banks in the sample,  
it is of interest to analyse the factors that may explain the differences in efficiency among the banking 
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Table 4 Descriptive statistics of country, industry, and bank characteristics variables

Variable (symbol) Obs Mean Std. Dev. Min Max

Cost efficiency (CE)       1 142 0.358               0.308               0 1

Profit efficiency (PE)                          1 142 0.246               0.373               0 1

Country level variables

Population density (POPD)               1 142 207.711          216.805 17.165      1

Economic condition (LGDP) 1 142 26.842             1.843        302.113 28.754

Financial deepening rate (FDEEP)       1 142 4.415               5.410         0.562        31.945

Industry of banking sector

Banking activity (CLAIMS)                   1 142 1.259              0.481         0.224        3.021 

Bank network extension (BRANCH)   1 142 85.701           62.546        4.279       363.924

Bank specific characteristics

Profitability (ROE)                                 1 142 0.094             1.961         –21.386      53.044

Loan management activity (LOANTA) 1 142 0.521             0.210          0.001        0.963

Notes: The independent variables, population density (POPD) calculated as people per sq. km of land area; economic condition (LGDP)  
 calculated as the natural log of the GDP (constant 2005 US$); financial deepening rate (FDEEP) calculated as total bank asset (domestic  
 and foreign bank) to GDP current price; banking activity (CLAIMS) calculated as domestic credit (bank claim) to private sector over  
 the GDP; bank network extension (BRANCH) calculated as number of domestic and foreign branches of credit institutions  
 (per 1 000 km2); profitability (ROE) calculated as total pre-tax profit over total equity; loan management activity (LOANTA) calculated  
 as total loan over total assets.
Source: Own construction

systems of the Eurozone. The baseline regression results focusing on the relationship between bank 
cost efficiency and explanatory variables (environmental variables) are presented in Table 5. Several 
diagnostic tests are made to show that results are warranted. The model performs reasonably well 
with most of the variables remaining stable across the various regressions tested. We report results for 
both difference and system GMM estimator for both one-step and two-step version. A lot of applied 
work using GMM estimator has rather focused on results for the two-step estimator than on one-
step estimator. This is partly because in two-step estimation, the standard covariance matrix is robust  
to panel-specific autocorrelation and heteroscedasticity, but the standard errors are downward biased. 
Thereupon, in this study we have focused on the two-step estimator which suggested very modest 
efficiency gain than the one-step version, nevertheless, the one-step estimator was reported in all GMM 
estimation tables. System panel GMM requires more assumptions (which are employed to generate 
consistent and efficient parameter) than the first difference panel GMM, but if the assumptions hold, 
it will achieve a greater efficiency. Therefore, system panel GMM estimations are focused while first 
difference panel GMM is presented in all tables.

Although, for controlling huge number of instruments which is a real danger of over fitting  
the endogenous variables when the time period is long, GMM has instructed to use only maximum 
one lag depth for the endogenous variables as instruments. Furthermore, number of instruments is less 
than cross-sectional observations (banks) when the rule of thumb is to keep the number of instruments 



2020

323

100 (3)STATISTIKA

Table 5 Baseline analysis for effect of country, industry, and bank characteristics on cost efficiency (controlling 
endogeneity)

Regressors GMM-DIF
One-step

GMM-DIF
Two-step

GMM-SYS
One-step

GMM-SYS
Two-step

GMM-SYS♣

One-step
GMM-SYS♣

Two-step 

Initial of cost efficiency (L1)
0.3024*** 0.3001*** 0.3664*** 0.3659*** 0.3659*** 0.3646***

(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)

Population density
–0.0024* –0.0024*** –0.0006*** –0.0006*** –0.0006*** –0.0006***

(0.091) (0.000) (0.000) (0.000) (0.000) (0.000)

Economic condition1
0.1411 0.1394*** 0.0102*** 0.0105*** 0.0106*** 0.01061***

(0.243) (0.000) (0.000) (0.000) (0.000) (0.000)

Financial deepening rate
0.0039 0.0046*** 0.0111*** 0.0111*** 0.0111*** 0.0112***

(0.577) (0.000) (0.001) (0.000) (0.001) (0.000)

Banking activity
–0.0370 –0.0373*** –0.0746*** –0.0744*** –0.0706*** –0.0677***

(0.349) (0.000) (0.000) (0.000) (0.000) (0.000)

Bank network extension
0.0052*** 0.0053*** 0.0025*** 0.0025*** 0.0025*** 0.0025***

(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)

Profitability
–0.0022 –0.0022*** –0.0011 –0.0012*** –0.0012 –0.0015***

(0.317) (0.000) (0.622) (0.000) (0.600) (0.000)

Loan management activity
–0.0810 0.0797*** –0.1759*** –0.1735*** –0.1800*** –0.1772***

(0.405) (0.000) (0.004) (0.000) (0.004) (0.000)

Sargan test (p-value)2 0.0001 0.1895 0.0001 0.4902 0.0001 0.4660

Serial correlation test

AR(1) (p-value)3 0.0001 0.0006 - 0.0006 - 0.0006

AR(2) (p-value) 0.3227 0.2410 - 0.3232 - 0.3090

Wald test for joint 
significance (p-value) 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001

No. of instruments 96 96 120 120 121 121

Cross-sectional 
observations 123 123 126 126 126 126

Notes: The independent variables, population density (POPD) calculated as people per sq. km of land area; economic condition (LGDP)  
 calculated as the natural log of the GDP (constant 2005 US$); financial deepening rate (FDEEP) calculated as total bank asset (domestic  
 and foreign bank) to GDP current price; banking activity (CLAIMS) calculated as domestic credit (bank claim) to private sector over  
 the GDP; bank network extension (BRANCH) calculated as number of domestic and foreign branches of credit institutions  
 (per 1 000 km2); profitability (ROE) calculated as total pre-tax profit over total equity; loan management activity (LOANTA) calculated  
 as total loan over total assets.
 ♣ The regressions also include time trend variable for the different time periods that are not reported. 1 In the regression, this variable  
 is included as log (variable). 2 The null hypothesis is that model and overidentifying conditions are correct specified. 3 The null  
 hypothesis is that there is no serial correlation in the first-differenced disturbances. Values in parenthesis are p-value. ***, **, * indicates  
 significance at 1%, 5% and 10% levels respectively.
Source: Own construction



ANALYSES

324

less than or equal to the number of groups. It should be mentioned that in the baseline estimation, 
endogeneity problem of economic condition variable (GDP constant 2005 USD) is controlled by the 
variables which are instrumented with GMM-style instruments, i.e. lagged values of the variables  
in levels. For all the GMM estimation models discussed in the following subsections, the Sargent 
test (under Sargent thought)3 for overidentifying restriction, and the Arrelano-bond tests (AR(2)) 
show that at the 5% significance level, our instruments are appropriately orthogonal to the error  
and no second-order serial correlation is detected, respectively (see Baum et al., 2010).4

The first two columns of Table 5 report the results for GMM-DIF and next two columns report 
GMM-SYS, respectively. Using the first-differenced GMM estimator in this panel, the coefficient  
on the lagged dependent variable is only 0.3001, suggesting implausibly low returns to scale. Using  
the system GMM estimator that exploits the moment conditions, the coefficient on the lagged dependent 
variable is 0.3659, which is important to speed up the adjustment of error to reach long run equilibrium.

The coefficients of all environmental variables are significant at least at 1% level system panel GMM  
in two-step version. Hence, macroeconomic, banking industry condition, and bank specific characteristic 
factors play an important role in determining cost efficiency. In the first set of variables, to capture  
the potential for retail banking services and its correlation with bank cost efficiency, population density 
variable has a negative sign, indicating that higher population and deposit densities contribute to higher 
banking costs. One reason can be found in the characteristics of banking competition. In particular,  
if banks compete by opening more branches for strategic reasons, this creates excessive bank operating 
costs. The sign of the real GDP is positive which shows that whenever development level of the economy 
is higher; the operating and financial costs are lower. Therefore, countries with a higher real income 
have a banking system that operates in a mature environment resulting in more competitive interest 
rates and profit margins. The sign of the coefficient of the financial deepening ratio variable is also 
positive, which suggests that higher level of financial intermediation of banking sector contributes  
to lower banking costs (i.e., increase in cost efficiency). Therefore, on average a larger volume of financial 
intermediation through the banking sector can be associated with somewhat higher efficiency levels. 
This result is in line with the results of Dietsch and Vivas (2000). 

A second set of variables was used to capture the banking market structure in specific countries. 
The sign of the coefficient of banking activity variable is negative, which suggests higher amounts  
of loans per unit of GDP will increase banking costs. The bank network extension index is positive, 
which implies that banks have higher cost efficiency in highly extended bank markets. Therefore, a larger 
number of banks should indicate a more competitive environment and banking service accessibility, 
indicating development of banking service could be connected with higher cost efficiency.

The third set of variables representing individual bank characteristics consists of the following 
variables. The coefficient on profitability has an expected negative sign, indicating that higher amounts 
of profit per unit of equity increase banking costs (i.e., decrease in cost efficiency). In essence,  
the empirical findings seem to suggest that in case of the euro area banking system, the more 
profitable banks may not necessarily those which exhibit higher cost efficiency level. The coefficient  
on loan management activity is negative, which is indicating that whenever the loan per unit of asset 
rate is higher; the banking costs are higher. On the other hand, banks with a higher ratio of loans  
to assets are found to be less cost efficient. 

3   The Sargent test is the most common diagnostic utilized in GMM estimation to evaluation the suitability of the model.  
A rejection of the null hypothesis implies that the instruments are not satisfying the orthogonality condition required  
for their employment (Baum et al., 2007).

4   Baum et al. (2010) points out that in a dynamic panel data context, the first order serial correlation could be expected, but  
the second-order serial correlation should not be detected if the instruments are appropriately uncorrelated with the error term.
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The results of first-difference panel GMM in two-step version estimation shows that coefficients  
of all environmental variables are significant at least at 1% level as like as the system panel GMM with 
the same sign but different amount of coefficients. Moreover, system panel GMM regression which 
includes time trend variable was estimated (column 5 and 6), and results are consistent with two-step 
system GMM regarding sing and level of significance, but the amount of coefficients are different. 
Although, adjustment speed of lag dependent variable (0.3646) is significant and positive but less 
amount than two-step system GMM.

The first two columns of Table 6 report the results for first difference panel GMM and next two 
columns report system panel GMM, respectively. Using the first-differenced GMM estimator in this panel,  
the coefficient on the lagged dependent variable is only 0.3564, suggesting implausibly low returns  
to scale. Using the system GMM estimator which exploits the moment conditions, the coefficient  
on the lagged dependent variable is low (0.4233) and statistically significant. These results suggest  
that the profit efficiency of the previous year (L1) is significantly and positively related to the efficiency 
of the current year in both models.

It could be argued that the efficiency of the previous year may represent a certain level of accumulated 
knowledge and technological endowment that may help banks to generate higher outputs with their inputs 
by adapting relatively quick to the changes brought by the environmental conditions.

The results of both specification tests, that is AR(2) for testing the serial correlation and the Sargent 
test for testing the validity of instrument adopted are also valid. As shown in Table 10, the p-values  
for the AR(2) and Sargent tests are higher than 0.10, that is, statistically insignificant at the ten percent 
significance level. This implies that the empirical model has been correctly specified because there  
is no serial correlation (autocorrelation) in the transformed residuals, and the instruments (moments 
conditions) used in the models are valid.

In general, the influence of the environmental variables is in line with our expectations. All  
of the coefficients on the environmental variables in estimation of the profit efficiency model are 
significant at the 1% confidence level for first difference and system panel GMM in two-step version. 
It appears that macroeconomic, banking industry condition and bank specific characteristic factors  
in the banking sector play a more important role for both profit efficiency and cost efficiency. Therefore, 
these findings confirm our belief that the environmental variables are an important factor in explaining 
differences in euro area banking efficiency.

As can be seen in Table 6, in the two-step system GMM estimation, the first group which is called 
country level variables (including population density, economic condition and financial deepening ratio)  
is positively and statistically significant in influencing the banks’ profit efficiency except population density 
sign. Contrary to expectations, the coefficient of the population density variable has a negative sign. Higher 
density contributes to an increase in banking costs instead of the expected decrease in costs, causing 
lower profit efficiency. Two reasons can be found in the characteristics of non-price banking competition.  
In particular, banks create an excessive bank operating cost when they compete by extending branches 
for the strategic reasons. Therefore, banks should suffer more cost where real estate is more expensive 
and salaries are higher for opening branches in large when supplying a given level of services. Real GDP  
is positively linked with bank profit efficiency. Specifically, a one percentage point increases in the real 
GDP leads to a contemporaneous increase in banks’ profit efficiency by 0.0105 percentage point. This 
factor is expected to affect the demand and supply of deposits and loans in numerous ways.  In particular,  
the countries with higher real income have a banking system that operates in a mature environment 
resulting in more competitive interest rates and profit margins. The effect of financial deepening ratio, 
measured by total bank asset to GDP in a given country, is also statistically significant and positively 
influence the banks’ profit efficiency, indicating that on average a larger volume of financial intermediation 
through the banking sector can be associated with somewhat higher profit efficiency levels.
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Table 6 Baseline analysis for effect of country, industry, and bank characteristics on profit efficiency (controlling 
endogeneity)

Regressors GMM-DIF
One-step

GMM-DIF
Two-step

GMM-SYS
One-step

GMM-SYS
Two-step

GMM-SYS♣

One-step
GMM-SYS♣

Two-step 

Initial of cost efficiency (L1)
0.3565*** 0.3564*** 0.4226*** 0.4233*** 0.4182*** 0.4175***

(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)

Population density
–0.0022 –0.0021*** –0.0006*** –0.0006*** –0.0006*** –0.0005***

(0.250) (0.000) (0.005) (0.000) (0.005) (0.000)

Economic condition1
–0.5147*** –0.5146*** 0.0062** 0.0063*** 0.0066** 0.0069***

(0.001) (0.000) (0.018) (0.000) (0.015) (0.000)

Financial deepening rate
0.0185* 0.0184*** 0.0090** 0.0088*** 0.0093** 0.0086***

(0.057) (0.000) (0.040) (0.000) (0.036) (0.000)

Banking activity
–0.0630 –0.0630*** –0.1075*** –0.1068*** –0.1048*** –0.1041***

(0.248) (0.000) (0.000) (0.000) (0.000) (0.000)

Bank network extension
0.0026** 0.0027*** 0.0026*** 0.0026*** 0.0026*** 0.0025***

(0.038) (0.000) (0.000) (0.000) (0.000) (0.000)

Profitability
–0.0064** –0.0063*** –0.0057* –0.0056*** –0.0058* –0.0057***

(0.037) (0.000) (0.070) (0.000) (0.068) (0.000)

Loan management activity
0.1322 0.1326*** –0.0782 –0.0800*** –0.0850 –0.0891***

(0.320) (0.000) (0.418) (0.000) (0.380) (0.000)

Sargan test (p-value)2 0.0072 0.3278 0.0001 00.4942 0.0001 0.5090

Serial correlation test

AR(1) (p-value)3 0.0001 0.0004 - 0.0003 - 0.0003

AR(2) (p-value) 0.5034 0.7047 - 0.4173 - 0.6676

Wald test for joint 
significance (p-value) 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001

No. of instruments 96 96 120 120 121 121

Cross-sectional 
observations 123 123 126 126 126 126

Notes: The independent variables, population density (POPD) calculated as people per sq. km of land area; economic condition (LGDP)  
 calculated as the natural log of the GDP (constant 2005 US$); financial deepening rate (FDEEP) calculated as total bank asset (domestic  
 and foreign bank) to GDP current price; banking activity (CLAIMS) calculated as domestic credit (bank claim) to private sector over  
 the GDP; bank network extension (BRANCH) calculated as number of domestic and foreign branches of credit institutions  
 (per 1 000 km2); profitability (ROE) calculated as total pre-tax profit over total equity; loan management activity (LOANTA) calculated  
 as total loan over total assets. 
 ♣ The regressions also include time trend variable for the different time periods that are not reported. 1 In the regression, this variable  
 is included as log(variable). 2 The null hypothesis is that model and overidentifying conditions are correct specified. 3 The null  
 hypothesis is that there is no serial correlation in the first-differenced disturbances. Values in parenthesis are p-value. ***, **, * indicates  
 significance at 1%, 5% and 10% levels respectively. 
Source: Own construction
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The second group consists of variables, describing the structure of the banking industry in specific 
countries. The sign of the coefficient of loans per unit of GDP ratio or so-called banking activity is negative. 
In essence, the empirical findings seem to suggest that in case of the euro area banking system, the more 
profit efficient banks may not necessarily be the one which performs in county with high loan per unit 
of GDP level. The accessibility of banking services for the customers, measured by dividing number  
of domestic and foreign branches of credit institutions by the number of 1 000 square kilometres, has 
a positive sign. A higher banking density may favour bank efficiency by making the access to banking 
products easier for customers. Thus, the higher density of bank branches, the higher is the banking profit 
efficiency.

The third group consists of variables, describing the bank specific characteristics in specific 
banks. Profitability prove to have a negative influence on profit efficiency, indicating that higher 
amounts of profit per unit of equity decrease banking profit (i.e., decrease in profit efficiency).  
The results imply that more profitable banks may not necessarily be those which exhibit higher 
profit efficiency level. The loan management activity also seems to be negatively connected with 
profit efficiency, indicating that whenever loan per unit of asset rate is higher, the banking profits 
are lower. The empirical findings seem to suggest that banks with higher ratio of loans to assets  
are found to be less profit efficient.

The results of first difference panel GMM estimation in the two-step version shows that coefficients 
of all environmental variables are significant at least at 1% level as like as a system panel GMM with 
same sign in most cases, but the amount of coefficients is different. The economics condition and 
loan management activity variables has a different sign from system panel GMM. The sign of real 
GDP is negative and loan per unit of asset rate is positive which is not consistent with the two-
step system GMM estimation. Moreover, the system panel GMM regressions includes estimated 
time trend variable (column 5 and 6) and the results are consistent with the two-step system GMM 
regarding the sign and level of significance, but coefficients are different. Although, the adjustment 
speed of lag dependent variable (0.4175) is significant and positive but less amount than the two-
step system GMM.

4.4 Robustness Test 
In order to check for the robustness of the results, we have estimated both the cost and profit model with 
similar regression models but endogeneity problem of economics condition variable has not controlled 
the model estimation with GMM estimator.

The empirical findings are presented in Tables 7 and 8 seem to suggest a perspicuous relationship 
between the level of environmental variables and bank efficiency in the euro area countries. 
Following Arellano and Bond (1991), three additional conditions should be satisfied to avoid model 
misspecification: a significant AR(1) serial correlation, lack of AR(2) serial correlation and a high 
Sargan test statistics.

Using the first-differenced GMM estimator in this panel, the coefficients on the lagged cost  
and profit efficiency variables are only 0.3634 and 0.4145, respectively, suggesting implausibly low returns 
to scale. Using the system GMM estimator which exploits the moment conditions, the coefficients  
on the lagged cost and profit efficiency variables are low (0.3871 and 0.4396) and statistically significant. 
These results suggest that cost and profit efficiency of the previous year (L1) is significantly and positively 
related to the efficiency of the current year in both models.

It can be observed from both tables that, all in all, the results remain qualitatively similar in terms 
of directions and significance level. Similar to baseline regression model, the population density, 
banking activity, profitability, and loan management activity variables have negative association 
with cost and profit efficiency in system GMM. Although, it can be observed from Tables 7 and 8  
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Table 7 Robustness analysis for effect of country, industry, and bank characteristics on cost efficiency (dynamic 
panel estimation)

Regressors GMM-DIF
One-step

GMM-DIF
Two-step

GMM-SYS
One-step

GMM-SYS
Two-step

GMM-SYS♣

One-step
GMM-SYS♣

Two-step 

Initial of cost efficiency (L1)
0.3622*** 0.3634*** 0.3874*** 0.3871*** 0.3912*** 0.3897***

(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)

Population density
–0.0043*** –0.0039*** –0.0010*** –0.0010*** –0.0010*** –0.0010***

(0.006) (0.000) (0.000) (0.000) (0.000) (0.000)

Economic condition1
0.0130 0.0212 0.0086*** 0.0085*** 0.0083*** 0.0077***

(0.913) (0.120) (0.001) (0.000) (0.003) (0.000)

Financial deepening rate
0.0144** 0.0139*** 0.0166*** 0.0164*** 0.0165*** 0.0165***

(0.046) (0.000) (0.000) (0.000) (0.000) (0.000)

Banking activity
–0.0510 –0.0559*** –0.0757** –0.0777*** –0.0822** –0.0844***

(0.247) (0.000) (2.04) (0.000) (0.032) (0.000)

Bank network extension
0.0039*** 0.0040*** 0.0040*** 0.0040*** 0.0040*** 0.0041***

(0.000) (0.000) (6.58) (0.000) (0.000) (0.000)

Profitability
–0.0023 –0.0023*** –0.0021 –0.0013 –0.0021 –0.0016*

(0.317) (0.000) (0.88) (0.257) (0.382) (0.086)

Loan management activity
0.1399 0.1463*** –0.2401*** –0.2378*** –0.2379*** –0.2338***

(0.167) (0.000) (3.44) (0.000) (0.001) (0.000)

Sargan test (p-value)2 0.0001 0.1236 0.0001 0.087 0.0001 0.076

Serial correlation test

AR(1) (p-value)3 0.0001 0.0006 - 0.0005 - 0.0006

AR(2) (p-value) 0.351 0.2665 - 0.3015 - 0.3137

Wald test for joint 
significance (p-value) 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001

No. of instruments 85 85 97 97 98 98

Cross-sectional 
observations 123 123 126 126 126 126

Notes: The independent variables, population density (POPD) calculated as people per sq. km of land area; economic condition (LGDP)  
 calculated as the natural log of the GDP (constant 2005 US$); financial deepening rate (FDEEP) calculated as total bank asset (domestic  
 and foreign bank) to GDP current price; banking activity (CLAIMS) calculated as domestic credit (bank claim) to private sector over  
 the GDP; bank network extension (BRANCH) calculated as number of domestic and foreign branches of credit institutions  
 (per 1 000 km2); profitability (ROE) calculated as total pre-tax profit over total equity; loan management activity (LOANTA) calculated  
 as total loan over total assets.
 ♣ The regressions also include time trend variable for the different time periods that are not reported. 1 In the regression, this variable  
 is included as log (variable). 2 The null hypothesis is that model and overidentifying conditions are correct specified. 3 The null  
 hypothesis is that there is no serial correlation in the first-differenced disturbances. Values in parenthesis are p-value. ***, **, * indicates  
 significance at 1%, 5% and 10% levels respectively.
Source: Own construction
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Table 8 Robustness analysis for effect of country, industry, and bank characteristics on profit efficiency (dynamic 
panel estimation)

Regressors GMM-DIF
One-step

GMM-DIF
Two-step

GMM-SYS
One-step

GMM-SYS
Two-step

GMM-SYS♣

One-step
GMM-SYS♣

Two-step 

Initial of cost efficiency (L1)
0.4149*** 0.4145*** 0.4413*** 0.4396*** 0.4426*** 0.4402***

(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)

Population density
0.0003 0.0003*** –0.0016*** –0.0016*** –0.0017*** –0.0017***

(0.873) (0.007) (0.001) (0.000) (0.001) (0.000)

Economic condition1
–0.4316*** –0.4029*** 0.0075 0.0071*** 0.0068 0.0067***

(0.010) (0.000) (0.155) (0.000) (0.197) (0.000)

Financial deepening rate
0.0182* 0.0173*** 0.0074 0.0074*** 0.0070 0.0069***

(0.053) (0.000) (0.134) (0.000) (0.160) (0.000)

Banking activity
0.0040 –0.0032 –0.0019 –0.0015 –0.0082 –0.0069***

(0.947) (0.419) (0.968) (0.432) (0.865) (0.007)

Bank network extension
0.0046*** 0.0044*** 0.0036*** 0.0036*** 0.0036*** 0.0037***

(0.000) (0.000) (0.000) (0.000) (0.000) (0.000)

Profitability
–0.0074** –0.0077*** –0.0078** –0.0073*** –0.0077** –0.0079***

(0.021) (0.000) (0.018) (0.000) (0.019) (0.000)

Loan management activity
0.0325 0.0304*** –0.0205 –0.0197*** –0.0245 –0.0245***

(0.813) (0.000) (0.867) (0.000) (0.842) (0.000)

Sargan test (p-value)2 0.0001 0.5254 0.0001 0.2423 0.0001 0.2222

Serial correlation test

AR(1) (p-value)3 0.0001 0.0003 - 0.0003 - 0.0003

AR(2) (p-value) 0.3227 0.6558 - 0.6567 - 0.7110

Wald test for joint 
significance (p-value) 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001

No. of instruments 85 85 97 97 98 98

Cross-sectional 
observations 123 123 126 126 126 126

Notes: The independent variables, population density (POPD) calculated as people per sq. km of land area; economic condition (LGDP)  
 calculated as the natural log of the GDP (constant 2005 US$); financial deepening rate (FDEEP) calculated as total bank asset (domestic  
 and foreign bank) to GDP current price; banking activity (CLAIMS) calculated as domestic credit (bank claim) to private sector over  
 the GDP; bank network extension (BRANCH) calculated as number of domestic and foreign branches of credit institutions  
 (per 1 000 km2); profitability (ROE) calculated as total pre-tax profit over total equity; loan management activity (LOANTA) calculated  
 as total loan over total assets.
 ♣ The regressions also include time trend variable for the different time periods that are not reported. 1 In the regression, this variable  
 is included as log (variable). 2 The null hypothesis is that model and overidentifying conditions are correct specified. 3 The null  
 hypothesis is that there is no serial correlation in the first-differenced disturbances. Values in parenthesis are p-value. ***, **, * indicates  
 significance at 1%, 5% and 10% levels respectively.
Source: Own construction
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that the impact of economic conditions, financial deepening rate and bank network extension are positive 
on the cost and profit efficiency of banks operating in the euro area countries which is consistence 
with baseline estimation. 

CONCLUSION AND POLICY IMPLICATION
The purpose of the current descriptive and quantitative correlational study was to examine  
the relationship between environmental variable and level of bank cost and profit efficiency in the euro 
area. The two-step quantitative research design was employed to accomplish the purpose of the current 
study: Data Envelopment Analysis (DEA) and panel regression analysis. At the first stage, we estimated 
the cost and profit efficiency level of entire 126 listed bank dataset for 17-euro area Member States  
by using the nonparametric DEA approach to investigate whether the cost and profit efficiency  
of the euro area banking system improved between 1999 and 2012, and to compare the efficiency 
scores of the financial sectors of the euro area Member States. At the second stage, we regressed  
the efficiency level obtained from the first stage on factors that could influence the efficiency of banks 
by using a GMM regression model the period of study. We choose an unbalanced panel rather than  
a balanced panel, to take banks gone into bankrupt or those being absorbed into account. Indeed,  
the use of a balanced panel may overestimate cost efficiency as it ignores these banks, which may  
be less efficient on average.

The average cost efficiency of the banks in the sample has been estimated to be 35.84%, indicating 
that banks could reduce their costs by 65.12% on average. Reassuringly, evidence on increasing average 
cost efficiency over the time is found. The study also detected differences in average cost efficiency  
of banks among countries. The highest average bank efficiency scores were achieved by the three 
states, the Netherlands, France, and Germany with value of 70.95%, 56.69%, and 48.03%, respectively.  
The lowest average efficiency scores were obtained for Slovakia, Greece and Portugal, where bank efficiency 
on average amounted to only 11.12%, 11.23%, and 16.79%, respectively.

Concerning profit efficiency, the average efficiency level is 24.55%, meaning that on average they are 
75.45% inefficient in profit. Inefficiency levels show by how much profit (costs) can increase (decrease) 
if inputs where used as efficiently as the unit located on the best practice frontier. It could be observed 
that the Netherlands, Germany and France are three highest average profit efficiency members across 
the euro area during the period of study with 63.95%, 44.58%, and 37.99%, respectively. In comparison, 
Portugal, Slovakia, and Greece have the lowest average profit efficiency members across the euro area 
with 2.56%, 3.29%, and 4.52%, respectively. Finally, the empirical results indicate a large asymmetry 
between countries regarding their profit efficiency level. Although, the evolution of profit efficiency  
in each country shows that there does not seem to be a clear trend in general. The efficiency scores have 
been decreasing from starting to ending years in most of the countries in the sample.

This study also investigates the influence the environmental conditions on the cost and profit efficiency 
of banks operating in the banking industries of the seventeen members from the euro area over the period 
1999–2012. In particular, the specific environmental conditions of each country play an important role  
in the definition and specification of the common frontier of different countries. We formed three groups 
of variables that are assumed to be associated with changes in efficiency across banks. The first group 
includes country level variables explaining macroeconomic conditions (population density, economic 
condition, and financial deepening rate). The second group consists of variables describing the industry 
of the banking sector in specific countries (banking activity and bank network extension). Finally, 
variables in the third group describe bank specific characteristics that could determine differences  
in efficiency levels achieved (profitability and loan management activity). Overall, our results demonstrate 
that environmental variables contribute significantly to the difference in efficiency scores between  
the Member States.
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As for the first set of variables, a higher population density contributes to lower cost and profit 
efficiency, most likely due to an increase in bank operating costs. GDP (constant 2005 US$) proved  
to have a positive influence on cost and profit efficiency, while the effect of financial deepening seems  
to be positive, indicating that banks in financially more developed markets on average operate at somewhat 
lower inefficiency levels. Results indicated that higher banking activity, measured by the domestic credit 
to private sector over the GDP, results in lower average cost and profit efficiency levels. Other banking 
industry characteristics, namely bank network extension, measured by the number of banks operating 
in a given country is found to have a significant and positive influence on cost and profit efficiency. 
Furthermore, the cost and profit efficiency of a given bank was found to be on average negatively related 
to its banking activity and loan management activity which measured by loan over total assets. The bank 
profitability indicator, ROE, as expected, turned out to be negatively related to bank efficiency.

For policy implication, bank regulators and management in Slovakia, Greece, and Portugal (as the most 
inefficient banks), under the condition of a market economy and facing a fiercely competitive banking 
market, should focus on how to improve management, innovate technology and enhance the quality  
of employees. The result of this would contribute to improvement of their cost and profit efficiency  
and their competitive power in the euro area banking market, rather than to enlarging the scale  
of production and increasing outputs by increasing inputs. In addition, the least inefficient banks 
could be closed and their resources transferred to the relatively efficient banks, the result of this would  
be that the euro area banking industry could also improve the cost and profit efficiency and produce 
more outputs with less resources.
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Abstract

The purpose of this article is to present development trends in sales of new passenger vehicles in Poland.  
The authors of the article suggest that this way of presenting sales results is incorrect. When decomposing  
the time series of the number of passenger car sales per seasonal component, the trend and accidental fluctuations 
and irregular fluctuations, it was proved that the analyzed phenomenon is more complex. In addition, it has 
been proved that the sale of new cars is a component of sales of passenger cars produced this year and sales  
of vehicles produced in the previous year, in which sales are characterized by different seasonality.

The monthly data from January 2013 to November 2018 were used to decompose the time series of sales 
of new passenger vehicles in Poland. The data from the Central Register of Vehicles and Drivers was made 
available. The ARIMA-X-12 and TRAMO-SEATS methods were used to decompose the analyzed time series.

INTRODUCTION
The available literature on the subject emphasizes that in the last decades in the field of motorization  
a very significant technological progress (Nolan, 2010) has been recorded. This process concerned both 
the global automotive industry and the countries of Eastern Europe. Almost all stages of motor vehicles 
production at that time introduced new, cheaper production technologies, which led to the current state, 
in which the car has became the goods available to almost every consumer (Kudłak et al., 2017).

Observations of market reality made by the authors of the article clearly show that in the trade press, 
as well as in the scientific literature, the sale of passenger vehicles is analyzed as the ratio of current sales 
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to the result from the previous month and analogous to the month from the previous year. As the sale  
of new passenger vehicles, the number of new vehicles registered for the first time is presented  
(Prieto et al., 2013; Nolan, 2010: George et al., 2009; Klimkowska, 2012; Sołtysiak, 2015; Sryjakiewicz, 
2015; Michalak and Merło, 2015; Mutrynowski, 2015).

Moreover, as the in-depth analysis of the available literature has shown, no such analyzes exist.  
The authors of the article suggest that this way of presenting sales results is incorrect. When decomposing 
the time series of the number of passenger car sales per seasonal component, the trend and accidental 
fluctuations and irregular fluctuations, it was proved that the analyzed phenomenon was more complex. 
In addition, it was proved that the sale of new cars was a component of sales of passenger cars produced 
this year and sales of vehicles produced in the previous year. It was demonstrated that these sales were 
characterized by varying seasonality. Therefore, presenting the considerations regarding the development 
trends of sales of new passenger vehicles in Poland seems to be the appropriate marking of the research 
problem, covering both sales trends and the selection of analytical tools and methods for analyzing and 
forecasting the sales volume of automotive products (and studies referring to this market, which makes 
the subject even more interesting and worth considering, in order to diagnose the correctness of steps 
taken in this matter (Urban, 2000; Grudkowska and Paśnicka, 2007).

The article has been divided into individual sections. Section 1 discusses and justifies the selection  
of ARIMA-X-12 and TRAMO-SEATS research methods. Section 2 draws attention to the essence  
of research issues, indicating at the same time the irregularities in the current method of analysis  
of vehicle sales in Poland. Section 3 presents the first results of research, analyzing seasonal trends  
and fluctuations. The conclusions and next steps are included in the summaries in the last part of this article.

The addressees of the presented research results are selected entities from the automotive  
and insurance market, including dealers of new vehicles, authorized service stations, leasing partners  
and insurance companies. In addition, the presented research can also be used by public administration 
bodies to forecast the future number of vehicles on the road.

1 METHODS 
As the literature on the subject indicates, describing the time series, the trend of the studied phenomenon 
is identified, as well as the strength and trend of seasonal and accidental factors. Isolation of individual 
components can be done using mechanical or analytical methods. Mechanical methods (moving average 
methods and smoothing methods) smooth time series by removing seasonal fluctuations and outliers. 
When examining the development trends of economic phenomena, the trend and the occurrence  
of seasonal fluctuations are most often made (Fischer, 1995). Analytical methods are most frequently 
used to evaluate these components, which result in econometric models describing the evolution of the 
studied phenomenon over time. Irregular effects, outliers are often eliminated as those that distort the 
general level of the phenomenon (Dagum, 1980). These effects may, however, be a source of more accurate 
knowledge about the formation of the phenomenon. Analyzing the sales of new passenger vehicles  
in Poland, the authors used the following methods: TRAMO-SEATS and ARIMA-X-12.

The TRAMO-SEATS procedure and the ARIMA-X-12 procedure are methods that combine 
analytical and mechanical analysis of time series (Sax et al., 2018) These methods allow the analysis 
of non-stationary time series, unambiguous identification of the trend, seasonal and accidental 
fluctuations and allow to determine the nature of these fluctuations (Cabrero, 2000). The ARIMA-X-12 
procedure was developed and is used by the United States Census Bureau. The TRAMO-SEATS 
procedure was developed by A. Maravell and V. Gomez in 1996. In both procedures, the ARIMA 
model is estimated, with the TRAMO-SEATS procedure matching the ARIMA model to each  
of the time series components when the ARIMA-X-12 procedure estimates such a model only for 
the original series. The smoothing process is also different. In the first method, the test results 



2020

335

100 (3)STATISTIKA

determine the selection of the seasonal adjustment filters. In contrast, in the long-term method,  
ad hoc filters are used (Lian et al., 2018).

The TRAMO-SEATS and ARIMA-X-12 procedures identify seasonal effects when performing  
the Fredman test, the Kruskal-Wallis test (is one of the most popular alternatives to the one-way ANOVA 
variance analysis), the mobile seasonality test, the seasonally traceable test and the complex seasonality 
test (Dagum et al., 2016). Thanks to this, it is possible to identify seasonality and mobile seasonality, based 
on the evolution of the seasonal pattern in time. Testing is based on the isolated seasonal component 
(Baron et al., 2018).

The Friedman test, created by the American economist Milton Friedman, compares average levels over 
several periods. The null hypothesis of this test is: "k different samples come from the same population" 
or: "k different samples come from several populations of equal average." The studied series do not show 
seasonal fluctuations when there are no grounds to reject the null hypothesis (Friedman, 1940).

The Kruskal-Wallis test, like the Friedman test, examines whether the samples come from the same 
population. The test hypotheses are also consistent with the Friedman test hypotheses.

The mobile seasonality test is a two-factor analysis of variance of the SI component. The variance 
S2 used in this test is divided into season-related  variability, i.e. months or quarters, year-related  
variation, and intra-group variability . The null hypothesis of this test is that the seasonal pattern does 
not evolve over time.

The identifiable seasonality test verifies the null hypothesis that there is identifiable seasonality  
in the analyzed time series (Kruskal and Wallis, 1952).

The seasonality composite test is a procedure that verifies the hypothesis of the occurrence of seasonality 
in time series. This test is a combination of the Friedman test, Kruskal-Wallis test, mobile seasonality 
test and traceable seasonality. The result of a composite seasonality test is one of the following: there  
is identifiable seasonality, there is no seasonality, there is a low probability of identifiable seasonality.

As a result, it is possible to identify seasonal and mobile seasonality, consisting in the evolution  
of the seasonal pattern over time. Testing is based on a separate seasonal component (Enders, 2010).  
In this case, the various types of outliers analyzed concerned the number of newly registered passenger 
vehicles produced both in the current year and the previous year.

The calendar effects identified in the seasonal adjustment process are effect business days  
and the effect of movable holidays. The effect of working days is the effect of different number of working 
days in particular periods on the phenomenon studied. It is recognized that the activity of business 
entities is more intense on business days (Maravall et al., 2014). The effect of movable festivals concerns  
in particular the world of Easter and Corpus Christi and concerns the variable economic activity in the period 
of the Christmas celebrations. Christmas holidays (Muirhead, 1986) are not included in holiday effects.

The irregular component, which is extracted through the TRAMO-SEATS and ARIMA-X-12 procedures, 
are unusual and irregular effects, such as random or unpredictable factors. Atypical observations are 
impulses that may have different character (Muirhead, 1986), Additive Outliers (one-off, significant 
variations from the expected value of the studied phenomenon, which does not affect the value  
in subsequent periods), Level Shift (permanent change in the level of the variable), Temporary Change 
(temporary change of the variable level and return to the initial level, usually in accordance with  
the exponential or linear function) and Innovation Outliers (innovative impulses caused, for example, 
by the use of new production technology, resulting in a change of the entire process generating data, 
including changing the form of the trend) (Cabrero, 2000).

Comparing the TRAMO SEATS procedure and the ARIMA-X-12 procedure, it can be concluded that  
in the first of them there were more comprehensive possibilities of automatic seasonal adjustments methods. 
This procedure, like the ARIMA-X-12, provides decomposition of the multiplicative and additive time 
series and comprehensive model identification. However, the procedure for detecting outliers is different. 
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TRAMO automatically detects individual types of atypical observations in the form of transient changes 
(Ghysels and Osborn, 2010). Other types of outliers, i.e. long-lasting (LS) and one-time (AO), are detected 
as in ARIMA X-12. As a result, a non-stardard observation may be classified differently depending  
on the procedure (Atuk and Ural, 2002). It does not change the fact that these methods are commonly 
used by almost all statistical offices in the world (Sax and Eddelbuettel, 2018). Calculations were made 
using the package DEMETRA + (Grudkowska, 2011).

2 DATA 
Previous analyzes of sales of new passenger vehicles in Poland, appearing in industry press, general internet 
websites, as well as in scientific literature, usually refer to the number of newly registered passenger 
vehicles in Poland in total and broken down into the most popular car brands. An example is the reports  
of the Polish Association of the Automotive Industry, in which data from the Central Register of Vehicles 
and Drivers is presented. Analyzing such data, the authors of this article consider it incorrect. According 
to the principles of statistics, one should analyze collections of a uniform nature. The set of the number 
of newly registered vehicles is not a homogeneous set in terms of the tested feature, because under  
the name "newly registered" there are vehicles registered for the first time and from the current production 
as well as from the production of the previous year. This approach is considered incorrect by the authors, 
pointing to the need to analyze these data divided into two subsets: newly registered passenger vehicles 
from current production and newly registered passenger cars produced in the previous year. Such data 
were obtained directly from the Central Register of Vehicles and Drivers, which records all vehicles 
moving around Poland, as well as records issued documents entitling to drive vehicles. The data obtained 
are monthly data from the period from January 2008 to November 2018. The study did not include  
December 2018 due to the fact that the vehicles registration in the database systems has changed.

At the beginning of the surveyed period, in January 2008, the total number of newly registered 
vehicles in Poland was 32 000, with 95% of that number being sales of vehicles from production in 2007.  
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Source: Own study based on CEPIK data
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In December 2008, total sales amounted to approximately 35 000 vehicles, of which nearly 95% were sales 
of vehicles manufactured in the current year. In the following years, the situation was analogous. The share 
of newly registered vehicles from current production was small at the beginning of the year and then 
increased, reaching the maximum at the end of the year. The number of newly registered vehicles from 
production from the previous year was the reverse. The share of these vehicles represented a large share 
of the total number of newly registered passenger vehicles at the beginning of the year and decreased, 
reaching a minimum at the end of the year. It is noticeable, therefore, that the occurring fluctuations may 
indicate the occurrence of seasonality, different for cars from current production and from the previous 
year. In addition to seasonal fluctuations, an upward trend is visible (see Figure 1).

3 RESULTS AND DISCUSSION  
3.1 Trend 
The use of the TRAMO-SEATS and ARIMA-X-12 procedures allowed for the decomposition  
of the time series of the number of newly registered passenger vehicles in Poland. Firstly, the seasoned 
trend component was obtained (see Figure 2). As can be seen in the chart below, the number of 
newly registered passenger vehicles in total, vehicles registered and produced in the same year as well  
as vehicles manufactured in the previous year, were characterized by an increasing trend. However, 
a significant drop is noticeable at the beginning of 2009. Such a sharp drop in sales was a nipple  
of reaching the Polish global crisis. This decrease is relatively larger in the case of sales of new vehicles 
manufactured in the current year than in the case of vehicles from the previous year. The decrease 
translated into the overall result of sales of new passenger vehicles. However, in the case of the number 
of newly registered passenger vehicles from production from the previous year, a sudden increase  
is noticeable, followed by a decrease at the end of 2018. This was influenced by the introduction  
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of the "worldwide harmonized light vehicle test procedure", i.e. procedures for fuel consumption, 
carbon dioxide and exhaust emissions standards. 

The results obtained by using both procedures TRAMO-SEATS and ARIMA-X-12 were very similar 
in the case of the total number of newly registered passenger vehicles and in the case of new passenger 
vehicle registrations from the previous year production. Differences between the trend estimates occurred 
in the number of newly registered vehicles from current production.

3.2 Seasonality
Many of the effects is not only the trend and random fluctuations, but also a certain seasonality.  
It was assumed that the seasonal fluctuations are independent of the level assumed by the time series.  
The isolated seasonal component of the number of newly registered vehicles in Poland shows variations 
from the trend. Values below 1.0 indicate a decrease in the number of newly registered vehicles in relation 
to the trend. Values above 1.0 mean an increase in the number of newly registered vehicles. As can  
be seen (Figure 3), the higher values of variations from the trend were characterized by sales  
of passenger vehicles from current production. In addition, the decline in sales of passenger vehicles from 
current production was matched by the increase in sales of vehicles manufactured in the previous year.  
This indicates the occurrence of a different seasonality.

Occurrence of seasonality was confirmed by statistical tests (see Table 1). The results of both  
the Friedman test and the Kruskal-Wallis test indicate statistically significant differences between  
the average levels of the number of newly registered vehicles in individual months. This applies to both  
the general number of newly registered passenger vehicles as well as the sale of vehicles manufactured  
in the current year and produced in the previous year. The results of the seasonality test indicate,  
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on the other hand, the evolution of the seasonal pattern over time, in the case of the total number  
of newly registered passenger vehicles – both for the value of the seasonal component extracted  
by the TRAMO-SEATS and ARIMA-X-12 procedures. Changes to the seasonal pattern were not found 
for newly registered vehicles manufactured in the previous year. As for the sale of passenger vehicles from 
the current year, different results were obtained using TRAMO-SEATS and ARIMA-X-12 procedures.

Table 1 Results of statistical tests of seasonality of newly registered passenger vehicles in Poland in 2008–2018

T – TRAMO-SEATS
A – ARIMA-X-12

Friedman Test Kruskal-Wallis Test Evolutive  
Seasonality Test

F-statistic

Newly registered vehicles in total
T 43.4023*** 107.2579*** 0.2755   

A 101.4514*** 62.3837*** 0.1383

Newly registered vehicles from current 
production

T 144.5800*** 113.5749*** 4.2080***

A 154.3249*** 122.5364*** 1.5453

Newly registered vehicles from the previous 
year's production

T 1 028.9032*** 124.9036*** 3.6385***

A 996.4687*** 121.4024*** 5.7494***

Note: Statistical significance at the level *** –0.001, ** – 0.05, * – 0.10.
Source: Own study based on CEPIK data
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Analyzing the average monthly variations of the seasonal component (see Figure 4), it is possible  
to confirm the previously observed regularity, that increases in the registration of new vehicles produced  
in the current year correspond to the decrease in the number of passenger vehicle registrations produced  
in the previous year. Seasonal variations of new vehicle registrations were the biggest for vehicles 
manufactured in the previous year. Their sales increased the most (in relation to the trend) at the beginning 
of the year, when sales of yearbooks continue (first quarter) and then decreased until the end of the 
year. In the case of sales of new vehicles manufactured in the current year, sales increases were recorded  
in the second half of the year, and declines in the first quarter. However, variations from the trend  
in this case were much smaller. Seasonal fluctuations in the sales of vehicles from current production 
and production from the previous year translated into the seasonality of sales of new vehicles in total, 
characterized by an increase in sales in March and a drop in sales in particular in the months of August, 
September and December.  

3.3 Outliers 
The development of the studied phenomenon in time is not only a trend and seasonal fluctuations, 
but also outliers will result from random events, legislation, etc. TRAMO-SEATS and ARIMA-X-12 
procedures allow for seasoning time series and identifying outliers along with the determination of their 
character. The largest amount of outliers was characterized by the sale of new vehicles manufactured in 
the current year. Using the TRAMO-SEATS procedure, 8 outliers were distinguished, their character 
and the moment of occurrence being different. Only for September 2018 the results of both procedures 
indicated a temporary change. It is difficult to determine which of the procedures distinguished 
outliers better. At present, it is difficult to clearly determine which events influenced individual outliers  
(Were these changes legislation also changes related to exhaust gas reduction standards?).

The number of newly registered passenger vehicles manufactured in the previous year was characterized 
by two unusual observations – in the case of the TRAMO-SEATS procedure and one – in the case  
of the ARIMA-X-12 procedure. The results of both procedures indicated a change in the trend level 
in September 2018, which was already signaled in (see Figure 2). In July and August 2018 there was 
a significant increase in the number of newly registered vehicles, after which a decline was noted.  
The effect of the increase in sales was caused by the announcement of changes in legislation regulating 
the possibility of deducting in full the purchase costs (leasing) of vehicles by entrepreneurs. This caused 
that entrepreneurs wishing to take advantage of the existing possibility of deducting the full leasing 
installment for the purchased vehicle, accelerated their purchasing decisions.

Outliers identified for the number of newly registered passenger cars from current production  
and produced in the previous year, have not translated into identifying the same outliers for the 
total number of newly registered passenger vehicles. For this time series, a change in the trend level  

Table 2 Outlier values of the number of newly registered passenger vehicles in Poland in 2008–2018

Date / Method
T – TRAMO-SEATS
A – ARIMA-X-12

Total number  
of vehicles

Production vehicles from  
the year under analysis

Production vehicles from  
the previous year

2008-01
T - AO -

A - - -

2008-02
T - - -

A - LS -
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Table 2   (continuation)

Date / Method
T – TRAMO-SEATS
A – ARIMA-X-12

Total number  
of vehicles

Production vehicles from  
the year under analysis

Production vehicles from  
the previous year

2009-01
T - LS -

A - AO -

2009-03
T LS - -

A LS LS -

2010-01
T - - -

A - AO -

2010-02
T - AO -

A - - -

2011-01
T - AO -

A - - -

2012-01
T - TC -

A - - -

2014-04
T - - AO

A - - -

2015-01
T - - -

A - TC -

2016-01
T - AO -

A - - -

2017-01
T - - -

A - AO -

2018-01
T - TC -

A - - -

2018-08
T AO - -

A AO AO -

2018-09
T TC TC LS

A TC TC LS

Note: LS – Level Shift, TC – Temporary Change, AO – Additive Outliers.
Source: Own elaboration based on CEPIK data
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in March 2009 was distinguished, a one-off shock in August 2018 and a temporary change in September 
2018. These values were identified using both seasonal methods procedures: TRAMO-SEATS  
and ARIMA-X-12. The values, which were identified for 2018, reflect the reaction of buyers to the 
announcement of changes in legislation limiting the possibility of including in the costs of business the 
full leasing installment for the purchase of a vehicle.

3.4 Calendar Effects 
An extraordinary advantage of using the procedures TRAMO-SEATS and ARIMA-X-12 is the ability 
to identify the effects of the calendars. These effects include the Easter Effect, which in the case  
of the number of newly registered vehicles in Poland has not been identified. Analysis made  
by the authors, however, allowed to the Week Days Effect, which is also a calendar effect. It is interesting 
because the effect, although it concerns days of the week, is identifiable on the basis of monthly data.  
No daily data is needed to identify this effect, as both procedures are based on calendars with working 
days, fixed and movable holidays. Comparing the number of working days and counting individual days 
of the week in each of the analyzed months, a decision is made about the occurrence of the tested effect. 
In the case of the total number of newly registered vehicles, a statistically significant increase in sales  
on Tuesdays (assuming a significance level of 0.05) and on Fridays and statistically significantly reduced 

Table 3 Week Days effect of the number of newly registered passenger vehicles in Poland in 2008–2018

Day of the week / Method
T – TRAMO-SEATS
A – ARIMA-X-12

Total number of vehicles Vehicles from production
from the previous year

Parameter – Value

Monday
T –0.0193 0.0180

A –0.0193 0.0043

Tuesday
T 0.0285** 0.0159*

A  0.0301** 0.0270*

Wednesday
T  0.0169 0.0087

A  0.0147 0.0116

Thursday
T  0.0050 0.0115

A  0.0050 0.0080

Friday
T  0.0233** 0.0121

A  0.0232** 0.0117

Saturday
T –0.0376*** –0.0354**

A –0.0369*** –0.0377**

Sunday
T –0.0167 –0.0307**

A –0.0167 –0.0250*

Note: Statistical significance at the level *** – 0.001, ** – 0.05, * – 0.10.
Source: Own study based on CEPIK data
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on Saturdays was identified. In the case of the number of newly registered vehicles from production from 
the previous year, a statistically significant reduced sale was observed for Saturdays and Sundays. The sale 
of new vehicles from current production was not characterized by the occurrence of the week days effect.

CONCLUSION
The authors of the article hypothesized that analyzing the sale of new vehicles in Poland in total, without 
taking into account the year of production of the vehicle, was incorrect. In order to verify the hypothesis 
they analyzed data on the number of newly registered passenger cars in Poland in general, and by the 
year registered vehicle. New vehicles, new ones are vehicles that have been registered for the first time. 
As new, vehicles registered and manufactured in the same year as well as vehicles registered for the first 
time but produced in the previous year were included. The monthly data necessary to verify the research 
hypothesis was obtained from the Polish Central Register of Vehicles and Drivers. The data covered the 
years 2008–2018. To verify the hypothesis, the TRAMO-SEATS and ARIMA-X-12 methods were used, 
allowing the distribution of time series for trends, seasonal, irregular and random components.

Based on the results of the time series decomposition, it was found out that the total number of new 
vehicle sales in Poland increased. The sales of new vehicles, produced in the current year and produced 
in the previous year also increased. Seasonality have confirmed its occurrence. However, the nature  
of seasonality was different. Sales of new cars produced this year were the smallest at the beginning of the 
year and increased towards the end of the year. This was the result of high vehicle prices at the beginning 
of the year. Available reports and studies indicate that this relationship also occurred in vehicle sales  
in January 2019 (PZPM, 2019).  The sales of vehicles manufactured in the previous year were reversed. 
The number of sales of these vehicles was the highest at the beginning of each year and decreased with 
the passage of time, making the slightest deviation from the trend towards the end of the year. During this 
period, the year, the vehicles are sold at a reduced price. Experts estimate that depending on the model 
and brand, it can range from 4% to even 25%. Seasonal fluctuations in vehicle sales by year of production 
influenced the shape of seasonal variations of total vehicle sales, which was characterized by positive 
seasonal variations in March and negative in August and September. This change was affected, among 
others, by changes in legislation. In addition, outliers were found, with the lowest observed for the sales 
of vehicles manufactured in the previous year and the highest for the sale of vehicles from the current 
production. Performed analyzes also allowed to identify The Weekday Effect (on Tuesdays and Fridays). 
Increased vehicle sales occurred on Tuesdays, and decreased on weekends. This is also confirmed by the 
research made by other authors (Nolan, 2010).

The differences observed in the trends in sales of new passenger cars in Poland, produced in the year  
of registration and in the previous year, allow for a positive verification of the hypothesis. Sales of passenger 
vehicles in Poland should not be presented in general, but divided into the year of vehicle production. 

Summing up the presentation, considerations regarding new vehicle sales trends in Poland do not fully 
exhaust the essence of the issue but provide the basis for further analysis and research in order to use 
statistical methods in the process of identifying determinants affecting the number of new vehicle sales  
in Poland as well as other in Eastern European countries such as Romania, Bulgaria and the Czech Republic.     
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